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Intvoduction

EXOSOCIOLOGY — THE SEARCH FOR SIGNALS
FROM EXTRATERRESTRIAL CIVILIZATIONS

The search for signals from extraterrestrial civilizations is one of the
most intriguing problems raised by modern science. What are these signals,
where and how are we to look for them, and should we devote time and effort
to this search? These questions were originally in the domain of science
fiction, and it is only recently that they began to be considered seriously by
astronomers, physicists, biologists, linguists, and philosophers in scientific
conferences and in various articles and books. However, despite the
numerous questions raised and the various hypotheses advanced, there has
been very little real scientific research in this direction. Even the cardinal
guestion of the actual outcome of the encounter of mankind with extraterres-
trial civilization — whether it will be beneficial or harmful — has not been
answered unanimously. It suffices to mention how the excessively optimistic
prospects of interstellar communication drawn by I. A, Efremov in his
""Andromeda Nebula' contrast with the distressing picture envisaged by
F.Hoyle and Ch, Elliott in their "A for Andromeda.' Incidentally, both these
books were written by eminent scientists, fully conversant with the grave
implications of the problem, and not by professional science-fiction writers
who sometimes stand accused of flippant treatment of the subject.

The expansion of man into outer space led to a rapid development of
new branches of science and technology. One of these new disciplines is
exobiology, a science dealing with the origin and evolution of life under
extraterrestrial conditions. The very wide range of topics considered by
exobiology attracted the attention of scientists from a variety of fields. Some
problems of exobiology are even now nearing final solution, whereas others
are still in the embryonic stages of research.

One of the fundamental problems of exobiology is purely astronomical:
what is the probability of any individual star being surrounded by planets
with life-sustaining conditions? In other words, the primary task is to find
the probability of existence of a planet with a mass not radically different
from the Earth mass, adequate axial rotation parameters, and an atmo-
sphere, which lies in the ''life-sustaining heat zone,' i.e., not too far from
the primary to be permanenrtly frozen and yet not too near it for the surface
to be scorched. Although there is a measure of uncertainty in the very
formulation of the problem, a more or less definite solution has been
obtained by now. The probability of the existence of such a life-sustaining
planet is of the order of a few percent.

However, the existence of conditions which are potentially capable of
sustaining life does not imply that life actually exists on the particular planet.
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Unfortunately, there is a great deal of uncertainty in this purely biological
aspect of the matter. Most authorities seem to be of the opinion that the
probability of life inception is fairly high. There is, however, an alternative
point of view, equally valid in terms of the actual proof available (or rather
total lack thereof), which suggests that the probability of life inception is
negligible even under ideally suitable conditions. The extreme difficulty of
the problem is further aggravated by the lack of a reliable theory of the
origin of life on Earth. The attempts to reproduce this process in laboratory
have failed so far. The discovery of even minute traces of life on Venus or
Mars or the demonstiration of repetitiveness or multiplicity of the process of
life inception on Earth would provide invaluable information toward the
solution of the problem (together with laboratory research). Therefore we
do not exaggerate if we say that the success of exobiology in the solution of
its fundamental problem — elucidating the possibility of life originating under
certain conditions — largely depends on the level of our space technology.
The rapid advances of modern astronautics instill us with hope that the
probability of life on a planet endowed with appropriate conditions will be
determined in the nearest future.

No less complex and equally far from solution is the problem dealing with
the probability of evolution of life from the inception of the most primitive
life forms to intelligent beings. The various opinions here again cover a
wide spectrum, ranging from the extreme suggestion that the development of
intelligence is a single-valued consequence of the inception of life to less
categorical statements which regard the biological evolution as a succession
of critical, non-repeatable and unpredictable steps, a chain that can be
severed by the slightest of chances. If we adopt the latter point of view, the
life on Earth is a unique phenomenon, possible within the limits of the entire
Metagalaxy. This is clearly not a very appealing assumption.

The present author, because of total lack of background in biology, will
have to confine himself to an expression of hope that the fundamental problem
of exobiology will find its solution in the not too distant future and that the
probability of evolution of intelligence from primitive life forms is not too
low.

Finally we come to the remarkable problem of the evolution of intelligent
societies outside the Earth, the problem of extraterrestrial civilizations.

As the emphasis here is on the evolution of society and we can essentially
regard the topic as falling within the framework of a new scientific discipline,
concerned with the study of hitherto undiscovered societies, we would use

the term "exosociology' for this discipline, by analogy with exobiology.

I. S. Shklovskii's suggestion, ''cosmosophy' /1/, is somewhat inconvenient in
our opinion and does not fully reflect the true task before us.

No science can be nourished by purely theoretical, ''cosmosophic' con-
cepts, and exosociology is no exception to this rule. Experiments and
observations are essential components of any science. At the present stage
of its development, exosociology can draw for experimental data upon the
only civilization known to us, the Earth civilization. The real and significant
observational fabric of exosociology will be provided by the analysis of
signals from extraterrestrial civilizations, assuming that such signals will
be detected. It is this basic assumption that is reflected in the title of the
Introduction.

Exosociology is the subject of the present book. Exobiological topics,
i.e., problems relating to the origin and the evolution of life in outer space,
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are not considered. A fairly extensive literature is available at present
(see, e.g., /1/ and /2/).

The reader may naturally question the need and the urgency of a special
volume on exosociology at the present stage, when no systematic search for
signals from extraterrestrial civilizations has begun and the chances of
discovery of these signals are not very high. It is our belief, however, that
a book of this kind is urgently needed, and this for the following reasons.
First, systematic search for signals from extraterrestrial civilizations will
eventually be organized, anditisbetteriobe prepared withall the necessary
theoretical and practical background information relating to this search.
Second, exosocioclogical research may yield certain "byproducts' which will
be of considerable significance for ''terrestrial” science. For example, the
search for radio sources of suspected artificial origin is entirely analogous
to certain problems of modern radio astronomy, and at first glance has no
relation to exosociology. The decoding of messages from outer space may
provide much valuable information relating to pure linguistic problems. And
so far we did not mention the forecasting of the future growth and develop-
ment of civilizations. Therefore, having organized a systematic search for
signals from extraterrestrial civilizations and proceeding with a research
into the various problems of exosociology, we will not end up losers even if
no extraterrestrial signals are detected in the near future. The potential
gain, on the other hand, is hardly imaginable.

The six chapters of the book deal with various aspects of the search for
signals from extraterrestrial civilizations. To help the reader, we will try
to present a general survey of the problem and the current view of its basic
aspects.

The theory of development of civilizations

The Earth civilization — the only known example of a society of intelligent
beings — has existed for a very brief period of time on the astronomical time
scale, for no more than a few millennia. The time interval accessible to
actual research is even smaller. And yet, the main topic of exosociology is
the study of civilizations over the entire span of their evolution, which, at
least in principle, may be comparable with the astronomical time scale
(millions and billions of years). In any casg, signals can be detected only
from civilizations markedly exceeding the level of development of the Earth
civilization.

Exocosiology should thus be able to study supercivilizations, i.e., the
evolution of intelligent societies over very long, astronomical periods of
time.

It would seem that the solution of this problem should start with adetailed
forecast of the further growth of the Earth civilization. However, this
immediately leads us to a fundamental difficulty. Any forecast is essentially
based on an extrapolation of previous development. This extrapolation is
evidently valid over a period which is at most comparable to, and usually
much smaller than, the period of time on which the forecast is based. It is
not by chance that most forecasts of the future of mankind are limited to the
year 2000 (occasionally venturing to the year 2100)!
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The intrinsic imperfection of the extrapolatory approach emerges from
the fact that its automatic application to the forecasting of the future develop-
ment of the Earth civilization inevitably leads to so-called "explosions'' —
very rapid growth of some indices.

Probably the best known example is the ""demographic explosion'' or the
"population explosion,' i.e., the conclusion that the Earth population will
become infinitely large around the years 2020—~2030. Another example is
the "energy' or ''power' explosion. Calculations show that around the
year 2100, the power production on the Earth will reach such a level that the
temperature of the planet will increase indefinitely. Finally, we seem to be
on the threshold of the so-called "information explosion,' when the volume of
information accumulated by science will become infinite (this event is
"scheduled'" for around the year 1980).

There is no doubt that none of these explosions will actually occur, but it
is not clear how the "critical” moments will be avoided and how the growth
characteristics will change to prevent the crisis. Repopulation of mankind
in outer space is often proposed as a universal remedy. A simpler
solution will probably present itself when the time is ripe. Analysis of the
succession of the growth characteristics is thus one of the principal problems
to be tackled in forecasting the future development of civilization (see
Chapter V).

Thus, despite the considerable interest attached to the forecasts of growth
of the Earth civilization, their contribution to exosociology is negligible. For
this reason, we will not go into these forecasts in any detail, and we would
only like to mention that according to A, Clarke /6/ and the forecasts
developed by the Rand Corporationinthe USA, the encounter with extraterres-
trial civilizations is deferred to the second half of the 21st century.

It therefore seems that at this stage it is more advisable to start looking
for general laws governing the development of intelligent societies and civili-
zations in some more abstract form, based on the modern cybernetic
concepts of complex systems. Weshouldtrytoevolve generaldefinitions of
the concept of civilization and to analyze the evolutionary trends emerging
from this system-theoretical definition. The following definition of a
civilization is advanced in Chapter I: "Ahighly stable state of matter capable
of acquisition, abstract analysis, and application of information for the
purpose of extracting the maximum quantity of information about the environ-
ment and itself and developing survival reactions.'" Chapter V mentions
another general feature: '"Simple systems evaluate these outside stimuli only
in order to determine the state of the internal and the external media at the
material time, whereas more complex systems can respond to a forecast
future state of the environment as predicted on the basis of the current
measurements. Proceeding from these definitions, we can expect an
unlimited development of civilizations and an intrinsic tendency to establish
contact with one another. The cybernetic approach to the problem of super-
civilizations is discussed in more detail in Chapter VI.

We are not only very far from the solution of the fundamental problem of
exosociology, i.e., the elucidation of the general laws governing the develop-
ment of civilizations as intelligent societies, but we still have not formulated
this problem in precise terms. It is our belief, however, that the considera-
tions presented in Chapters I, VI, and partly V will help in this direction,
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Note that the establishment of contact with extraterrestrial civilizations
may not only lead to radical changes in our basic concepts regarding the
intelligent society, however ''logical" these concepts had appeared prior to
the encounter with the other civilization, but also greatly affect the future
development of our own civilization. This will be the result of the ''feedback
effect,' often discussed, in particular, in connection with the beneficial or
harmful results of "interplanetary' encounters.

The search for signals from extraterrestrial
civilizations

Despite the tremendous volume of information accumulated by modern
astrophysics and radio astronomy, no such signals have been detected so
far, If we remember that most discoveries are quite accidental and happen
generally whenever they are least expected, there is no reason for over-
optimism in this respect. It is hard to say what the exact reasons are. It
may be that no other civilizations exist sufficiently close to the Sun which
are capable of sending signals into outer space. And yet, most authorities
are of the opinion that supercivilizations are quite abundant. We will be able
to reach sound conclusions, however, only after going through a
complete program of search for signals from other civilizations. This is
one of the reasons for our conviction that such a search program must be
launched immediately.

Incidentally, even if extraterrestrial civilizations do not send special
signals into space, there is a possibility that we will be able to "intercept"
their internal transmissions (television broadcasts, for instance). The
artificial radio emission of the Earth has reached by now a fairly high level
of intensity /1, 5/, and that of supercivilizations will be many times higher.
Combination of high-sensitivity receivers with large-base interferometers
(see below) will probably facilitate the problem of "interception' of the
transmissions of extraterrestrial civilizations,

The program of search for signals from extraterrestrial civilizations is
discussed in detail in Chapters I and III. The first step is apparently a
radio survey of the sky with the aim of detecting radio sources of minimum
angular dimensions. Indeed, the antennas of the sending supercivilizations,
irrespective of the particular information that they transmit, will be very
small compared to the astronomical scale of distances. In principle, trans-
mitting systems of planetary size are possible, but even the planetary scale
is vanishingly small compared to the size of other radio sources in space.
The current resolving power of radio observations has reached 0'.005. This
resolution was attained with a radio interferometer using separate recording
in each arm. In principle, radio-interferometric observations can now be
made with a base of the order of the Earth's diameter, and in future the base
will probably be increased to about 1a.u. (giving resolution of 2-107% angular
seconds!).

There is a whole range of other criteria which identify the probable
artificial origin of a radio source. These criteria are described and
discussed in detail in Chapters I and IIl, and a more general aspect of the
identification of artificial signals is given in Chapter VI. Regular variations
in the signal, definite polarization, and other features of this kind must be
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analyzed in great detail. The artificial nature of the signal can also be
inferred from the statistical properties of the electrical field of the radio
wave. The most reliable criterion, however, is nevertheless the exceeding-
ly small angular size of the source.

The choice of wavelengths at which artificial sources are to be sought
presents another important problem. It is generally agreed that the idea of
communication with extraterrestrial civilizations passed from the domain of
science fiction to the domain of science in 1959, when Cocconi and Morrison
suggested that the signals of extraterrestrial civilizations should be sought
at the natural wavelength standard, the 21 cm radio line of the hyperfine
structure of atomic hydrogen. This suggestion naturally met with certain
opposition; in particular, it has been pointed out that the interstellar
medium is highly absorbing at this wavelength, so that the higher harmonics
of the 21 cm line should probably be used.

There are, however, other natural wavelength standards, e.g., the radio
lines of the so-called A ~doubling of the hydroxyl molecules OH. In fact,
four lines are observed, associated with the combination of A-doubling and
the hyperfine structure. The mean wavelength of the four lines is A= 18 cm.
For all the four hydroxyl lines, the interstellar absorption is significantly
lower than for hydrogen lines, but it is nevertheless quite high.

The hydroxyl radio lines have recently attracted considerable attention on
the part of radio astronomers and astrophysicists, following the discovery
of a "'natural maser effect'’ at these wavelengths: very narrow (with a
Doppler width corresponding to a temperature profile of a few degrees
Kelvin) and very strong (with a brightness temperature of over 10'®deg)
highly polarized hydroxyl lines have been observed for a number of sources
located near the regions of hot ionized interstellar hydrogen. The unusual
behavior of these lines explains their new name, the ''mysterium lines." If
we further remember that the radio sources of "mysterium'' lines are
characterized by the smallest known angular dimensions, of the order of a
few thousandths of an angular second (this corresponds to linear dimensions
of a few astronomical units for their distances from the Earth), no wonder
that these sources are suspected as being of artificial origin,

We are far from suggesting that the "'mysterium' sources are extra-
terrestrial civilizations, but this example clearly illustrates the great
importance of detailed observations and analysis of all the ''suspicious"
objects.

Further note that at centimeter and decimeter wavelengths, which are
the most suitable for purposes of interstellar radio communication (the
interstellar noise is the least at these wavelengths, see Chapters I and II),
there are other molecular lines which in principle can be used for signal
transmission by extraterrestrial civilizations. Finally, radio transmission
is also possible and even highly probable in the continuous spectrum between
10 and 50 cm wavelengths, and this wide frequency band ensures a sufficient-
ly high rate of information transmission (Chapters I and III).

Recently considerable attention has been attracted by the discovery, on
6 August 1967, of the so-called "pulsars,' pulsating radio sources with a
remarkably regular periodicity of pulse repetition in a continuous spectrum.

The observations of pulsars in the first months following their discovery
was closely linked with the problem of search for signals from extraterres-
trial civilizations. We will therefore consider this chapter of science in

.
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some detail. The name pulsars was assigned to certain objects which emit
discrete and very short pulses (with a duration of the order of a few
hundredths and even thousandths of a second) in a wide region of the
continuous radio spectrum. In the intervals between the successive pulses,
no pulsar emission has been observed so far. The radio pulses differ in
shape and in amplitude, i.e., in emitted radio power. The pulses reveal

a certain fine structure: those of numerous pulsars are made up of so-called
subpulses. The pulses of different pulsars have different shapes, and even
the pulses of one pulsar are variable in this respect. The magnitude of
pulsars is variable beiween even wider limits, and occasionally they vanish
altogether. Inmany, thoughnotinall, cases, the pulsar pulses arepolarized.
At least some of the pulsars probably emit pulsed radiation in the visible
gpectrum also. The various features described so far are quite usual for
natural astrophysical sources, and possibly even for ordinary stars. Certain
features of the pulsar radio emission are quite similar to the sporadic radio
emission of the Sun. However, one of the pulsar properties — in fact, their
main property which is responsible for their very name — appeared highly
unusual. The pulses revealed a strikingly regular periodicity of recurrence.
The first of the discovered pulsars showed pulse recurrence periods close to
1sec, and the exact period of each pulsar remained constant with astonishing
precision: over a year, the period did not change to the seventh or eighth
position after the decimal point. For example, the period of the best known
pulsar, CP 19019, is 1,33730109+10 %sec. Soon after that, it was estab-
lished that the pulsar periods systematically increase (the change is in the
seventh significant digit during one year). This strict periodicity led
A.Hewish, who headed the group responsible for the discovery of pulsars

in Cambridge (England), to the suggestion of the pogsible artificial origin

of pulsars. The press at that time succinctly described the pulsars as the
signals of the "little green men." A.Hewish kept the discovery as a closely
guarded secret for about six months after the observation of the first pulsar,
a highly unusual development inthe modern scientific community. Itwas only
after the discovery of three other pulsars in Cambridge that the results
were announced. Almost simultaneous discovery of several extraterrestrial
civilizations is a highly unlikely event.

Note that the existence of a strict periodicity in natural processes which
take place in astronomical objects is by no means an unusual phenomenon,
Obvious examples are the axial rotation periods of planets or binaries.
Certain variable stars (the relatively small group of RR Lyrae stars, typical
type I population stars) are distinguished by exceptional stability of light
variation: their periods do not change significantly over a million cycles.

So far, however, the astronomers have dealt with periods measured in
hours and days, whereas in pulsars the characteristic periods are seconds
or fractions of a second, but this does not appear to be a fundamental
distinction.

Besides strict periodicity, the pulsars show nothing that supports the
hypothesis of artificial origin (see Chapters I and III). This hypothesis
survived for a few months only. By the end of 1968, 27 pulsars had been
discovered with periods ranging from 300 to 3 seconds. The properties of
pulsars proved to be highly interesting and highly unusual: some theories
identify these objects with spinning neutron stars (these theories explain both
the strict periodicity and the increase in period). However, the pulsars can
be said to definitely fall outgide the scope of our book.
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The modern theory of communication enables us to analyze the conditions
of signal transmission through interstellar space, toconsider therequirements
to be met by the transmitting and, especially, the receiving systems and
antennas. This analysis, carried out in considerable detail in Chapter III,
will help to select the optimum antenna parameters, receiver band widths,
and scanning periods in connection with the program of search for extra-
terrestrial signals. We would only like to stress that the main problem falls
into two separate parts: the direct search for signals (''discovery of artificial
sources'') and reception of information from extraterrestrial civilizations.
For straightforward detection purposes, the useful signal may be much
weaker than the noise level, These signals can be picked up with the aid of
averaging techniques (as is often done in radio astronomy), but part of the
information is naturally lost in the process. If we are interested in merely
detecting signals from extraterrestrial civilizations, without interpreting
their meaning, the '"power'' of the civilizations may be several orders of
magnitude less than in cases when full reception of information is required
(and the maximum distances are correspondingly larger). This means,
incidentally, that the first instances of signal detection from extraterrestrial
civilizations will not lead to catastrophic consequences.

We do not intend to present here any specific programs of search for
extraterrestrial civilizations. The actual program will be decided upon only
after a comprehensive and all-sided analysis of the possibilities of modern
radio-astronomical equipment, taking into consideration the actual observa-
tion time available on the largest radio telescopes for this project. The use
of radio interferometers with a base comparable to the Earth's diameter will
be impossible without close international cooperation on the project,

The authors nevertheless hope that the analysis of the problem of search
for signals from extraterrestrial civilizations, presented in this book, will
promote the development of a large and comprehensive program with higher
chances of success than the well-known Ozma project initiated by F. Drake
in 1956 for detailed observations of the two close neighbors of the Sun,
¢ Eridani and t Ceti.

Decoding aspects of the program of search
for extraterrestrial civilizations

Before any signals have been received, we are in no position to discuss
their probable information content. There is absolutely no point intrying to
guess now whether these will be television images (the most comprehensible
language, at least from our point of view) or messages based on the princi-
ples of formal logic, akin to the famous LINCOS language, or perhaps
something entirely different.

It nevertheless seems that we are ripe for a precise formulation of
certain basic problems relating to the decoding of unknown messages.
Consider one example. Suppose a certain message has been received; let
this be a text written in an unknown language, with an unknown alphabet and
unknown rules for division into sentences and words; even the letter codes
are unknown. The only available piece of information is that we have
received a sequence of signals, e.g., pulses, of definitely artificial origin.
Can this text be decoded so as to disclose its meaning and contents? For
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purposes of decoding, it is necessary (though not sufficient) to determine the
letter codes and the division into words and sentences, to establish the
grammar of the language, to compile a dictionary, and to elucidate the
pronunciation of the letters and the words,

Consider another example. A fragmentary message {e.g., distorted by
noise) has been received, but it is almost certainly a part of an image (a
static television picture). Can we reconstruct the entire picture from the
received message, i.e., determine the number of lines and scanning
elements in each line? The best-known example of messages of this kind is
Drake's cosmogram (described in Chapter IV), in which a sequence of
1271 elements (ones and zeros) is used to code the picture of certain crea-
tures (remarkably like human beings, only somewhat taller) inhabiting the
fourth planet of some planetary system. The deciphering of this cosmogram
is greatly facilitated by the fact that the number 1271 can be split either into
31 lines of 41 elements each, or into 41 lines of 31 elements each. There
are thus two alternative solutions, and the right answer is almost obvious.
However, if we miss a few of the first elements of the message, the screen
is no longer rectangular and the message will probably be undecipherable.

There is, of course, a possibility that the signals from extraterrestrial
civilizations contain the key for the decoding of the transmitted message.
The question is directly related to the topic of call signals, which should
identify the artificial origin of the signals. This idea opens wide horizons
for various assumptions and speculations. We will consider the problem of
call signals and simple keys for decoding in Chapters I, III, IV, and VI. In
our opinion, however, it is better and more worthwhile to concentrate on the
problem of decoding of unknown messages assuming total absence of any
decoding keys. This constitutes the topic of Chapter IV, which was written
by a professional linguist.

The method of decoding proposed in this book essentially amounts to what
is known in physics as the method of construction of correlation functions
(they are called quality functions in Chapter IV) for messages. Indeed,
certain combination rules exist for the consonants and the vowels, for words
which belong to different grammatical classes, and correlation functions
constructed for different symbols of the received message therefore provides
certain identifying information about these symbols. If the message com-
prises the scanning elements of a picture, the correlation function permits
reconstructing the successive lines andthenthe entire picture. This decoding
procedure naturally involves a large volume of computations, and therefore
it must be handled by computers. The problem of decoding thus reduces to a
congtruction of an algorithm for the computation of correlation functions and
their comparison with certain criteria (of the type of the entropy criterion)
which make it possible to select the best solution (the entropy of ordered
distributions is minimum). It is moreover clear that since the decoding
procedure is based on statistical processing, a sufficiently large sample,
i.e., a sufficiently long message, is needed for the decoding to prove
effective in complex cases. Simple examples nevertheless can be solved
using short messages.

We would like to stress that Chapter IV mainly deals with the decoding of
messages from the linguist's point of view. The reader interested in the
general principles of decoding may read only the first seven sections. The
remaining four sections contain various algorithms intended for the solution
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of more complex problems. Despite the sophisticated algorithms, however,
we are still very far from complete decoding of long texts in an unknown
language. Yet the principles have crystallized, and the rest is a technical
matter.

We tried to present a brief survey of a new scientific discipline — exo-
sociology, the search for signals from extraterrestrial civilizations — and
at the same time review the contents of this book, I would now like to add
a few comments in my capacity as the editor of this volume.

The original intention was that each chapter should embrace one well-
defined aspect of the problem of search for signals from extraterrestrial
civilizations. The result is thus not a collection of papers, but a kind of
monograph. The main difficulty, however, is that exosociology, like any
new scientific discipline, still gropes uncertainly among differences of
opinion and lack of firmly established concepts. Even the different contri-
butors to this volume differ in their opinion on certain subjects. It was not
the editor's intention to impose his own point of view upon the authors or to
act as an arbitrator. As a result, however, a number of topics, e.g., the
concept of a civilization, thedate ofthe energy explosion, etc., are discussed
in different chapters, sometimes from different points of view. The reader
will have to decide for himself whose arguments sound the most convincing.
He may even feel free to form his own opinion on the subject.

It should be emphasized, however, that these "differences of opinion' are
relatively few and, on the whole, the contributors have pursued the original
aim, namely a scientific discussion of the problem of search for signals
from extraterrestrial civilizations on the modern level, in order to stimulate
further interest in this problem.

The book is intended for a wide audience, although it is not a popular book
in the usual sense of this word The authors did their best to maintain a high
scientific level in their presentation, without going into tedious technical
details which are of interest to narrow specialists only (the only exception
to this rule is probably the second part of Chapter IV). The main difficulty
for the reader is the great variety of subjects covered: radio astronomy,
theory of information, linguistics, cybernetics, aspects of civilization ...

Some readers will probably feel that certain sections are much too
superficial, whereas others are excessively detailed. Certain chapters are
too simplified, and others are too complicated. In partial justification of
this, we would like to point out that it is very difficult to maintain a consis-
tently uniform level of presentation in a volume written by a team of
contributors on such a wide spectrum of subjects.

The present book is radically different from previous publications on the
subject of extraterrestrial civilizations. References /3/ and /4/, for
example, are collections of articles and papers, and therefore do not provide
a comprehensive picture of the problem. Moreover, they are largely out-
dated by now.

W, Sullivan's book is more of a popular discussion of the various events
associated with the problems of exobiology, and thus does not provide a
consistent analysis of the fundamental problems,

10
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I. S. Shklovskii's book /1/ is unquestionably of the greatest interest.
Unfortunately, it was written quite a number of years ago and numerous
aspects of the problem of extraterrestrial civilizations are therefore not
mentioned, Furthermore, the presentation is much more popularized than
in the present volume.

It would seem that the present volume is the first scientific monograph
in the literature on the subject of search for signals from extraterresirial
civilizations.

In conclusion, all the contributors would like to acknowledge the great
help of Acad. V. A, Kotel'nikov for valuable suggestions that helped to
improve the finished product, and especially the assistance of L. I. Gudzenko,
who read through the entire manuscript and offered numerous comments
concerning the general presentation and the particular problems discussed.
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Chapter I

THE ASTROPHYSICAL ASPECT OF
THE SEARCH FOR SIGNALS FROM
EXTRATERRESTRIAL CIVILIZATIONS

§1. INTRODUCTION

The search for extraterrestrial civilizations is intimately linked with the
principal problems of modern astrophysics. Let us try to establish what
part of the proposed search program actually coincides with astrophysical
research and what the specific requirements of the observations in this
program are.

Accurate long-range prediction of the principal problems and the direc-
tions of development of space science is a fairly difficult problem. The
current tendencies, however, which will leave their indelible imprint on
the next few years are quite obvious.

In the next 5 — 10 years, all the radiation sources
with the largest observable flux in every region of the
electromagnetic spectrum will have been discovered
and studied to a certain extent (A).* This is a realistic goal
in view of the development of electromagnetic radiation detectors, i.e.,
radio receivers, bolometers, photosensitive detectors and materials,
and photon counters. The sensitivity of these devices will soon reach
the natural limit (in some spectral regions, this limit sensitivity has
been attained already, e.g., the modern photon counters used in mea-
surements of X-ray radiation from outer space detect every single
impinging quantum). When the limit sensitivity is attained, we will be
able to cover various cosmic objects in the entire electromagnetic
spectrum, and thus virtually all thé astrophysical information con-
tained in cosmic radiation. We are thus nearing the solution of a highly
important astrophysical problem:

Identification and exploration of the main (in terms
of some parameter) cosmic objects (primarily objects
of maximum luminosity, or radiation power, in a given
spectral range, objects of the largest mass, and objects
which account for the bulk of matter in the Universe ) (B).

The primary problem of this exploratory trend is the determination of
the luminosity function N,(L,) and the mass function Ny (M) of all the objects,
where [, is the spectral power radiated by the object. Unfortunately, the
solution of problem A does not imply a simultaneous solution of problem B

* The main propositions of this chapter are identified by bold-face letters.
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(although the inverse is probably true).* Indeed, objects of the highest
luminosity (e.g., supernovae, quasars) are exceptionally rare in the
Universe. Therefore, the mean distance between these objects (and
hence the most probable distance to the nearest source) is tremendous,
and these high-luminosity objects may not be the brightest. The nearest
quasar 3C 273 has a brightness of 12.5 stellar magnitudes in the optical
spectrum. There are over four million stars of this magnitude in the
sky, and the quasar therefore escaped optical detection for a long time;
in the radio spectrum, on the other hand, this quasar is one of the
hundred brightest objects, and the radio astronomers noticed it
immediately.

Let us estimate the observability in a given spectral range using the
luminosity function. Let

NL o< L;nr
where the index n can be determined from observations. The number of

sources in unit volume with luminosities between %Lv and —;-Lv is then
given by

NL x LL—n.
The observed flux from the nearest source whose luminosity falls between

1 3 :
?Lv and ?Lv is

L
Fyoc gz,
where the mean distance between the source is R« N[,
Hence,
520
Fyex LB . (1.1)

We see from this relation that if n>5/2, then 5_32” < 0, and the lowest

luminosgity sources prevail among the sources with the maximum observed
flux; if, on the other hand, n< 5/2, the situation is reversed, and the
maximum luminosity sources prevail among the brightest objects.

The first of the two possibilities obtains in the comparison of the mean
radiation from normal galaxies, radio galaxies, and quasars. These
objects are not numerous, so that n is high, and therefore the normal
galaxies prove to be the brightest among all the extragalactic optical
sources.

On the other hand, if w consider the optical radiation of normal
galaxies only, we have n<5/2 and therefore the brightest observed
objects are the most powerful. A similar situation is observed for
extragalactic radio sources. Figure 1 plots the radio luminosity func-
tion /46/, which shows that in a wide range of luminosities, n~ 2.2,
so that the brightest objects are also the most powerful, and it is these
powerful sources that are mainly studied today. Unfortunately, no such
analysis can be undertaken for the mass function, since no reliable data
are available at this stage. The only established fact is the mass
* My and Ny is the number of objccts in unit volume with radiation power in the range L +¢ and mass
in the range M+8M, respectively, where 20Ly and 28M are unit intervals of luminosity and mass.
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distribution of the stars /47/. This distribution is also adequately fitted
with a power function with n ~2.35.

-3
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galaxies
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FIGURE 1. The luminosity function of extra-
galactic radio sources.

Problem B stresses the main tendency of development of the astro-
physical research in the near future. In particular, if the activity of
extraterrestrial civilizations is responsible for the radiation power of
some astronomical objects, these civilizations stand a good chance of
being discovered. Since in the nearest future all the regions of
the electromagnetic spectrum will be accessible to space exploration,
we have to prepare a suitable research program and to assess the chances
of success in our search for extraterrestrial civilizations.

§2. THE MAIN DILEMMA

The main starting point for our problem probably stems from the following
dilemma:

There is a high probability that civilization is a
universal phenomenon, and yet there are no currently
observed signs of cosmic activity of intelligent
creatures (C).

Indeed, the data available on the number of planetary systems and the
conditions for the evolution of life on planets suggest that life is probably
a fairly commonplace and regular occurrence in the Universe. A detailed
analysis of these topics will be found in /1,2, 3/.%

* in particula;-. recent paleontological data convincingly prove that the inception of life on the Earth some
3 billion years ago took place simultaneously in numerous independent channels /4/.
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According to most estimates, the age of our planetary system and the
age of the Sun (reckoned from the time of their condensation) is from 4
to 6 billion years. It is significant that both the Sun and the planetary
system are second-generation objects, but since the age of the oldest
objects in the observable part of the expanding Universe (or, more pre-
cisely, the age of the first-generation objects) is at least 10 billion
years, there are probably planetary systems billions of years older
than the solar system. This conclusion suggests the possible existence
of civilizations which are billions of years more advanced than our
civilization. Taking into account the present rate of progress of our
civilization, we can probably expect something nearing intentional and
controlled reorganization of all matter in our part of the Universe from
civilizations developing over these cosmogonic periods.

And yet, our astronomical data at first glance do not provide any
indications of such cosmic activity. In our opinion, a detailed analysis
of proposition C may provide the best foundation for the discussion of
the program of search for extraterrestrial civilizations (EC). We will
try to evaluate the various aspects of this dilemma in order to critically
assess its relevance.

There may be two alternative answers resolving the dilemma:

1) either the current data on the absence of ''supercivilizations" are
wrong;

2) or there exists some fundamental factor slowing down the develop-
ment of each and every civilization.

§3. THE COMPLETENESS AND RELIABILITY OF
MODERN ASTROPHYSICAL DATA

As we have already noted, there can be no serious doubt regarding the
existence of numerous planetary systems (although planets with masses
of the order of the Earth's mass cannot be directly observed with
modern telescopes (see /1,2,3/). Estimates of the number of planets
which may be suitable for the evolution of life do not give any indication
of the Earth's unique position in the Universe, either (see /1,2,3/).

The Sun and the solar system are thought to be second-generation
objects, but if it were not so, there would be a definite probability of
the Earth being the oldest object of this kind in the observable part of the
Universe and our civilization being also the oldest.

At this point, we will have to review the current evidence relating to
the age of the solar system.

Most stars whose physical parameters are close to those of the Sun
remain in a steady-state condition for a long time, retaining constant
radius and luminosity. The loss of radiant energy is made up by the
energy released in nuclear reactions in the stellar interior. These con-
cepts were used to develop the theory of stellar evolution according to
which the steady-state phase of the Sun's evolution may take about
13 billion years, i.e., the entire evolutionary phase of the Metagalaxy.
On the other hand, the age of terrestrial rocks and meteorites deter-
mined by chemical analysis of radioactive isotopes and decay products

15



EXTRATERRESTRIAL CIVILIZATIONS

is 4—5 billion years. This figure is usually adopted as the age of our
planetary system and the Sun, since the modern theory of formation of
planetary systems points to simultaneous condensation of the planets
and the primary star from interstellar gas-dust clouds.

Recent results, however, seem to have substantially revised upward
the age of the Farth and meteorites (see /5/). Thus, Fisher /5/ reported
the results of K— Ar dating which gave an age of up to 10 billion years for
some iron meteorites. The same technique gave an age of up to 10.8 billion
years for terrestrial rocks /6/. Although these and other similar data by
no means provide a conclusive proof of a new longer evolutionary scale of
our planetary system, we cannot just ignore them.

Another aspect of this problem is related to the chemical composition
of the planets. The condensation of Earth-type planets requires a sufficient
content of the heavy elements in the interstellar medium, and we are thus
faced with the unanswered question of the evolution of the interstellar
medium and the genesis of the heavy elements in general.

In accordance with modern data on the evolution of the observable part
of the Universe, it seems that all the chemical elements were formed in
nuclear reactions from an original pure hydrogen plasma. Until recently,
these processes were assumed to take place in stellar interiors only, the
heavy elements being produced by reactions during supernova explosions.
Subsequently, the heavy elements are ejected into the interstellar medium
/1/. This mechanism obviously supports the hypothesis which treats the
Earth-like planets as second-generation objects.

Lately, however, a new class of first-generation objects were dis-
covered, which also show a high content of heavy elements. We mean
here the quasars. The objects are primarily remarkable in that
their radiation power is the highest among all the known sources of radia-
tion in the Universe. As a result, they can be observed over tremendous
distances and, because of the finite velocity of light, they provide a tool
for probing into the distant past of the Universe. Figure 2 is a photograph
of one of the farthest quasars 3C 9. The spectral lines of these objects
show a strong red shift because of the observed expansion of the Universe.

For 3C 9 the red shift is 2 =Asz 2, so that all the wavelengths increase
relative to the laboratory standards by a factor of 1+ z=%o =~ 3, The time
between the emission and the observation of radiation for distant objects
essentially depends on the particular cosmological object used. In the
Einstein —de Sitter model (space curvature k = 0, acceleration parameter
g, =Y,), the propagation time of a light signal is

2 (I+z)h—
' 3H, (1+2)" " (1.2)

Here H, is the Hubble constant (for small red shifts z, the distance to the

object is —I?—). The value of this constant is Hy, ~30 km/sec-10° light years.
[

In this model, the light from 3C 9 takes about t= 5.3 billion years to reach

the Earth. (The relevant data for the calculations using other models will

be found in /7/.)
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FIGURE 2. The quasar 3C 9.

The crucial point of the entire problem, as we have noted before, is
the discovery of normal chemical composition in these objects /8/. In
other words, the mean abundance of the chemical elements (at least of
the most abundant species) in quasars is close to that observed in the
neighborhood of the Sun. At the same time it has been established that
quasars lie in regions where the concentration of ordinary galaxies is
much below the average (between clusters of galaxies). They apparently
form directly from the intergalactic medium. The heavy chemical ele-
ments are possibly synthesized in the quasar interiors, since the con-
ditons prevailing in quasar explosions are probably even more favorable
for nucleogenesis than supernova explosions. However, the similarity
in the chemical composition of various quasars is really striking. It
is therefore not improbable that the heavy elements were synthesized at
an even earlier stage of evolution of the Universe, and the intergalactic
medjum from which the quasars form have the same composition as the
interstellar medium. Thus, the age of the heavy elements
needed for the formation of Earth-type planets may
be comparable with the age of the observable part of
the Universe.
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The above new data point to the possible existence of planetary systems
whose age is close to the age of the oldest objects in the Universe. However,
the best evidence that the Earth is not the oldest planet is provided by
certain observations as interpreted in the light of the modern theory of
stellar evolution. As we have noted before, stars after condensing from
the interstellar medium remain in a quasistationary equilibrium for a
long time, and the radiant energy losses are balanced by the nuclear
reactions in the stellar interior. The length of this phase increases and
the luminosity decreases with the decrease of the stellar mass. When
the hydrogen has been 'burnt up," the stellar nucleus compresses, its
temperature increases, and the stellar radius increases. The stars of
various masses in which an equilibrium is maintained by thermonuclear
fusion reactions (mainly producing helium) constitute the so-called
main sequence. Stars which have exhausted their hydrogen supply
move from the main sequence to the group of red giants. The duration
of the main-sequence phase in the life of a star and the presence of red

giants in some group of stars clearly
make it possible to find the age of

# ;}eg:;s that group. Figure 3 shows the so-
-8 ————1—1— . called Hertzsprung — Russell diagram
- 45%5 for 11 star clusters. The horizontal
axis gives the color of the star (the
-4 &520° difference between the photographic
2 dz607 and the visual stellar magnitudes),
and the vertical axis marks the
4 |2ew? absolute visual stellar magnitude.
2 1207 The envelope on the left is the main
4 i P sequence curve, and it also plots
v the color and luminosity distribution
g H29-0% of the stars in the youngest of the
gl v N 11 star clusters, NGC 2362. The
& 0 44 48 2 6 40 vertical axis on the right gives the
ad age corresponding to the duration of
FIGURE 3. Hertzsprung-Russell diagram for the main-sequence phase of a star
some star clusters. of a given luminosity. The arrow

marks the position of the Sun on the

main sequence. The curves branching
off the main sequence in the upward right direction plot the color and
luminosity distribution of the red giants in each cluster. The branching
point evidently gives the age of the cluster. We see from Figure 3 that
the branching point of NGC 188 lies below the Sun, which indicates that
the age of this cluster is higher than the time that the Sun has so far
spent on the main sequence. This conclusion is also borne out by some
other data. According to its position in the Galaxy and its velocity rela-
tive to the galactic center, the Sun belongs to the disk-type or the inter-
mediate stellar population, which are all characteristic second-generation
objects. First-generation objects {the halo subsystem) which formed
originally when the galaxies condensed eject gases enriched with heavy
elements. These gases are mixed with the leftover interstellar gas of
the first condensation, settle to the plane of rotation of the galaxy, and
condense into the stars of the disk and the intermediate subsystems—
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the second-generation stars. Spectroscopic observations of the Sun
reveal an abundance of heavy elements characteristic of second-generation
objects.

Let us now consider the second component of our dilemma, namely
that no signs of activity of supercivilizations have been discovered so
far. What is the supporting astrophysical evidence in this respect?

Let us try to estimate the percentage of the currently available astro-
physical information out of the total quantity of information which may
be contained in the entire electromagnetic spectrum.

Modern astrophysics yields a surprising wealth and variety of infor-
mation. Optical and radio catalogues list thousands of stars, galaxies,
and nebulae. For many of these objects, chemical composition and the
physical state of matter are known. The current hypotheses regarding
their evolution show a satisfactory fit with the results of statistical
analysis of observation data, The observational tools of astronomy have
become so effective that radiation sources can be explored at distances
of billions of light years. This profusion of data may create the impres-
sion that the current hypotheses give a consistent picture of the evolution
of the Universe, that almost all the main objects in the Universe have
been discovered, and that it only remains to clarify a few minor details.

In my opinion, this is a basically erroneous attitude, although the
state of the observational art is such that the structure of the Universe
will be elucidated in general outline in the nearest future,.

There are numerous examples of outstanding discoveries in astro-
physics which were made in recent years only (e.g., the discovery of
quasars, the background relic radiation, which accounts for a substantial
fraction of the total electromagnetic radiation, molecular generation of
the 18-cm hydroxyl line, pulsars). Some of these recently discovered
objects may prove to have an immediate bearing on our search for
supercivilizations. On the other hand, our knowledge of the quantity
and state of solid matter in the Universe is negligible.

As we have noted at the beginning of this chapter, sources of qualita-
tively new information about cosmic objects may soon become available
with the mastering of new frequency regions. What percentage of the
entire frequency spectrum have we mastered so far ? The search for
the main radiation sources in each frequency range is far from pro-
viding a complete coverage of all the sources of information, but even
this basic problem has not been solved so far., The percentage of the
mastered frequencies can therefore be regarded as an upper bound
estimate of the available quantity of information. It is in this sense
that we should interpret the concept '""mastered frequency range."

A frequency range is said to have been mastered if more than 30%
of the total sky area has been scanned for sources at a given wavelength,
and more than 100 cosmic objects have been discovered as a result of
this search. We have to distinguish between two cases:

1. The search for objects emitting a wide spectrum of frequencies
(spectrum width Av~wv).

2. The search for objects emitting in narrow spectral lines,

The second problem is clearly incomparably more complex than the
first, since it involves coverage of the entire electromagnetic spectrum
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with narrow-band filters. Roughly speaking, the number of measurements
requiredin case 2 isafactor of —A% greater than in case 1. For the radio
lines of the interstellar hydroxyl OH at 18-cm wavelength we have for
some objects ALV= 3-108,

This narrow-band scanning is of the greatest importance both for
astrophysics and for the search for civilizations. So far, however, no
narrow-band survey of the sky has been carried out either in the optical
or the radio spectrum (the only possible exception is the complete survey
of the sky in the interstellar hydrogen line A= 21 cm in a band of about
1 MHz with spectral resolution of about 10kHz). The percentage of the
available information on pure monochromatic sources is therefore still

exceedingly small.
The search for wide-band sources is a much simpler problem. The

number of mastered frequency ranges (e.g., octaves) for these sources
is determined by the expression /olIn 3—2, where v, and v; are the minimum
1

and the maximum frequency of the survey. The percentage of the mastered
frequencies is clearly given by

() +n (2, -
In 2 ’ '
Vi

X =

where (:’%)rad is the maximum to minimum survey frequency in the radio
spectrum, (%’T_)op[ ditto in the optical spectrum, and the ratio -:—’l in the
denominator is determined by the maximum and the minimum frequencies
of astronomical surveys in future.

At present, radio surveys have been conducted at frequencies between
40 and 400 MHz, so that (%) ~10.

1 /rad

In the optical spectrum, photographs and observations of individual
sources covered the range from 3000 to 6000 ;&, i.e., (:—f)om = 2.

In the other frequency ranges, there are only isolated observations of
small sky areas, which constitute a negligible percentage of the entire
quantity information.

What is the value of the denominator in (1.3)? The low-frequency limit
of astrophysical observations has been fixed with fair certainty. The
minimum frequency is vi~1 MHz, since at lower frequencies the inter-
stellar medium is opaque and only objects very close to our planetary
system can be observed.

The high-frequency limit is more difficult to determine, and it apparently
linked with the quantum nature of electromagnetic radiation. As the fre-
quency increases, the energy of each detected quantum becomes higher.
Now, as the energy resources of astronomical objects are limited, the
number of quanta reaching the detector decreases as the quantum energy
increases. A more detailed estimate of the frequency v, will be given
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later on. For the time being we take v~ 108 Hz (wavelength 3&). Then
%’I— = 102, and the percentage of mastered frequencies is
. _ 1gl0+1g2

3 = 11%, (1.4)

i.e., even in the relatively easy search for wide-frequency bands, we have
so far mastered a low percentage of the total information available. Note
that of the 89% of the missing information, 42% falls between 10° and

10" Hz (centimeter, millimeter, submillimeter, and infrared waves)

and 25% between 10® and 10'® Hz (ultraviolet radiation and X-rays).

The limits vi and vz of the entire electromagnetic spectrum are fixed
with considerable uncertainty. We have probably underestimated its
width, so that the 11% is an overestimate,

Let us now estimate the number of cosmic sources which can be dis-
covered in a given electromagnetic frequency range. As we have noted
before, the sensitivity of some radiation detectors has now almost reached
the physical limit determined by the quantum nature of the electromagnetic
radiation and the background of cosmic radiation. Therefore, the success
of a search for sources of small angular dimensions will depend on the
number of quanta per unit detector surface area and the possibility of
resolving the various sources. v

On the long-wave side the number of sources is limited by the angular
resolution of the antenna., The number of antenna beam widths accommodated
by the celestial sphere is

LN (1)
where A, is the effective collecting area of the telescope. In the radio
spectrum, the best antennas have A, A?*, This is so because the relative
precision with which a reflecting surface can be manufactured is approxi~
mately constant, i.e., % ~ const, where D is the reflector diameter, and
e is the mean error surface; for a reflector to be effective in a given
frequency range, we should have e £0.1A. Thus, in the radio range, the
maximum number of distinguishable sources N, is independent of wavelength.

A survey of the hundred brightest sources in every frequency range
clearly does not require antennas of maximum capacity. Nevertheless,
taking N ~ 100, we should change the effective area A,«A? on passing
from one frequency range to another,

Relation (1.5) leads to an important conclusion. When working with
the instrument of maximum capacity and when surveying different frequency
regions for a constant number of the brightest sources, the expected

quantity of information is proportional to In 2 and the above estimates
based on (1,3) remain valid, v

For short-wave observations (X-ray and gamma-ray frequencies), we
can work with equipment counting every single incoming quantum and
faithfully indicating the direction from which it arrived. The number of
sources that can be discovered in a time t therefore cannot exceed the
number of quanta from these sources which reached the detector,

YA il (1.6)

v
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Here p is the total density of electromagnetic radiation in a given frequency
range in unit volume from all the sources. According to measurements at
wavelengths shorter than the optical spectirum p< 1072 erg/cm®, The
parameter A, (e.g., the cross section of the gamma counters) hardly
changes with wavelength in this case, and therefore N, diminishes as
the frequency increases. Clearly, the frequency at which N,~N,is that
particular v, above which only a negligible fraction of information is
contained. (A, cannot be increased with increasing frequency because
of formidable technical difficulties.)

Thus, equating (1.5) and (1.6) and assuming A, to be of the same order,

we find

o (B )

Because of the weak dependence of v: on the particular values of the para-
meters, we may take p< 1072 erg/cm? survey time tv~1 year ~3-107 sec,
and this gives v, < 510 Hz,

Let us briefly reiterate the conclusions which follow from the above
discussion: despite the great advances in astrophysics, our information
is still insufficient to disprove the possible existence of supercivilizations
by arguing that so far no signs of their activity have been observed. At a
later stage we will consider the possibility that some of the already known
objects (e.g., quasars) are in fact products of activity of supercivilizations.
On the other hand, the astrophysical data firmly indicate the existence of
planetary systems much older than the solar system. This provides justi-
fication for setting up a detailed program of search for extraterrestrial
civilizations.

We have considered some of the astrophysical aspects of the fundamental
dilemma (C) and our conclusion is that the entire dilemma is most probably
a product of insufficient knowledge on our part, If this is indeed so, we
must try to establish what astrophysical signs the activity of superciviliza-
tions can be expected to produce. This problem probably can be solved by
analyzing some general features of the development of civilizations over
cosmogonic periodics., It should be clearly understood that our knowledge
in this field is pitiful, On the other hand, we will not be able to go any
further without making some basic assumptions, There is no doubt that the
laws governing any field of activity of our civilization can and should be
formalized and systematized to a certain extent. This approach will
probably prove helpful in our analysis also. Some general considerations
on this subject are given in the next section.*

§4. CIVILIZATIONS AND THE MAIN FEATURES
OF THEIR DEVELOPMENT

We are primarily concerned with the highest level of development and
the general trend of activity of civilizations which we can expect in the

initial phases of the search program. Once these preliminary points are
gettled, we will be able to reach certain conclusions regarding the

* Also see Chapters V and V1
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observable signs of this activity on cosmic scales and to analyze the
possibilities of detection of these signs with modern means.

The main factor which has been firmly and reliably established by
modern astrophysics is the universality of all the fundamental laws of
nature everywhere in the observable part of the Universe and over the
entire period of time covered by the evolutionary scale. We may there-
fore assume with fair likelihood that the physical laws known to us are
also known to supercivilizations. The knowledge of supercivilizations
clearly may cover a much wider gamut of physical laws, but the sum
total of their knowledge will contain as a subset all that we know. More-
over, the present level of our technical and scientific knowledge is
apparently an unavoidable and necessary step in the early development
of any technical civilization. We can thus try to formulate in crude terms
some general concepts applicable to all extraterrestrial civilizations.

A fuactional definition of a civilization is highly important for future use.
A detailed discussion of the functional definition of life, originally proposed
by Lyapunov /9/, is given in /1/ (pp.125—132):

a highly stable state of matter capable of developing
survival reactions using data coded by the states of the
individual molecules (D).

This definition adequately conveys the main content of the concept,
but in our opinion it has one fundamental shortcoming: it does not mention
the general laws and features governing the conception, development, and
evolution of various life forms. The life of any individual apparently can
be considered as a stochastic process governed by its interactions with
the environment and the state of the live object at any given time. The
evolution of the species in this case is regarded as a certain statistical
law which emerges from the growth and development of the individual
organisms. An obvious outcome of evolution is a steady accumulation
of information and its adaptation to practical applications. Therefore,
it seems to us that the main statistical trend in the development of living
organisms is the tendency to gain the maximum quantity
of information about the environment and about the
organism itself (E).

For the lower life forms, this trend is dictated by natural selection.
This also seems to be the only stimulus for the development of the higher
forms of civilization,

The distinctive feature of the higher life forms is their ability to
undertake an abstract analysis of the acquired information. Systems of
living organisms begin to play an increasingly important role as the life
forms develop, However, we can hardly fix at this stage the exact number
of organisms and the structure of a high-level civilization. Thus, bypassing
the above definition of life, we can offer the following functional definition
of a high-level civilization:

a highly stable state of matter capable of acquisition,
abstract analysis, and application of information for the
purpose of extracting the maximum quantity of informa-
tion about the environment and itself and developing
survival reactions (F).

There is no need to include a specific coding mechanism in this general
definition. Information about environment and self includes all data about
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animate and inanimate nature (including civilization), science, technology,
culture, art. (There are probably other, hitherto unimaginable fields
which also should be included in this category.)

If we accept definition F', the principal parameters characterizing
the degree and the character of development of a civilization are the
quantity of information and the rate of accumulation of new information
(e.g., the time to double the sum total of knowledge). Within the frame-
work of modern concepts (and here we have to differ with von Hoerner /2/,
p.278), it seems to us that definition F allows for an unlimited develop-
ment of civilizations. Von Hoerner's principal hypotheses regarding the
limit of development of civilizations include 1) total destruction of all
life, 2) destruction of intelligent life, 3) degeneration, 4) loss of interest,
These suicidal factors apparently acquire great significance for every
civilization at a certain stage of development, but there is no proof
that they are fundamentally unavoidable in every case for all
civilizations. The only reason for a civilization to stop developing in
the light of definition F is the existence of a finite quantity of information
in all the fields. This, however, seems to be a most unlikely propostion.

A highly important aspect for the search program is that the quantity
of information in certain fields is finite (this, naturally, does not imply
that the total quantity of information is finite), One of these fields with a
finite quantity of information is possibly space science at its present
level. To make this point, consider the following example. We have
already mentioned that the modern methods of astrophysics enable us to
study various objects in the Universe billions of light years distant from
the Sun. For these distances, the very concepts of length and time of
light propagation are not single-valued, and they significantly depend on
the particular model of the Universe used. The main method for estimating
the distances of extremely far objects is the determination of the change
in the wavelength of the emitted spectral lines (relative to the laboratory
wavelengths), i.e., the red shift 2. As we have mentioned before, spectra
of sources with 2z~ 2 have now been obtained., At the same time, radio
sources with the weakest observable continuous spectra may have a
substantially higher 2. Were it not for absorption and scattering of
electromagnetic radiation in the intergalactic medium, the largest modern
radio telescopes could detect quasar-type objects with 2~ 30, and the
projected radio telescopes could in principle advance this limit even
farther., However, calculations and statistical analysis of radio observations
show that this is not so.

The main factor preventing the effective observation of these ultra-
distant objects is apparently the scattering of electromagnetic radiation
by free electrons in the intergalactic and galactic medium. This effect,
as demonstrated in /10/, fixes z~5 as the most probable maximum dis-
tance at which radio sources are still observable (this is the value obtained
for a positive curvature model with g = 1, H,= 300 km/sec - 10° light years,
and the present-day density of the intergalactic medium py~4:10"% g/cm?).
Although no direct determinations of the density of the intergalactic medium
are possible at this stage, a statistical study of radio sources shows that
the number of weak sources is less than what could be expected without
scattering, The theoretical result which points to the existence of the
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maximum accessible distance thus appears to have a certain experi-
mental justification.*

The sphere characterized by maximum z contains a finite quantity of
matter, i.e., a finite number of cosmic objects., Since the structure of
celestial bodies is described by the same general laws in different parts
of the Universe, it is quite probable that the principal properties of
all these objects will require only a finite time to study.

In all likelihood, many of the principal laws of nature will be
established within the next decade in view of the current tendency of
astrophysical research (A). Thus, the information concerned with space
science has an objectively finite limit, and there is a definite possibility
that the supercivilizations may lose all interest in this science. This, in
particular, may resolve our dilemma (C) — there is no universal civiliza-
tion because the highly developed civilizations have lost all interest in
space research. By space research we naturally mean research in the
modern astrophysical sense. There may be certain directions associated
with space science of which we are not aware at present (e.g., problems
connected with universal physical constants) and in which there is promise
of an unlimited quantity of information,

We should again stress that the problem of acquiring a complete
quantitative knowledge of the laws of the Universe is essentially simplified
by the inherent similarity of the celestial objects in various parts of the
Universe, as is evident from the currently available astronomical data.
Civilizations themselves are apparently the only type of objects which do
not follow this law of uniformity. Therefore, to ensure a maximum rate
of acquisition of new knowledge, the best way is to strive toward informa-
tion exchange between civilizations. In the light of modern ideas, exchange
of information through space is most effectively accomplished by means
of electromagnetic radiation. It is moreover clear that the most general
factor associated with the activity of supercivilizations is the use of mass
and energy on a gigantic scale.

In trying to distinguish between the activity of civilizations and the
effects of natural processes in the Universe, we should apparently be
guided also by the above definition of the civilization.

We cannot give any sound quantitative estimate of the maximum level
of development of supercivilizations. However, since there is a very
good chance of our mastering the entire electromagnetic spectrum and
thus markedly increasing the sum total of our astronomical knowledge,
we hope that this estimate will come within our reach some time in the
future.

The present-day astrophysical data do not impose any limit on the
possible development of supercivilizations, which in principle may reach
fantastically high levels. It may even be argued that the expansion of the
observable part of the Universe may conceivably be a result of some intel-
ligent activity of a supercivilization. According to the modern models of
the expanding Universe, all matter was in a superdense state some 10 billion
years ago. Does this preclude the continuous existence of civilizations at
earlier stages of evolution, 20, 100, and 1000 billion years ago, or is
there a possibility that they survived the instant when the Universe was

* Another reason which interferes with the observation of distant sources is the absorption of their radiation

by nearer sources. Already for z» 2, the probability that the line of sight intercepts more than one object
is close to 1.

25




EXTRATERRESTRIAL CIVILIZATIONS

in the superdense state? The age of the oldest civilizations can be reliably
fixed at a few billion years only when we shall have firmly established that
prior to the expansion the conditions in the Universe were adverse to the
inception and development of life.

Can we describe in general outline the development of a civilization
over cosmogonic periods? We know that many of the fundamental para-
meters characterizing the development of the Earth civilization grow
exponentially (see Chapter V), The time to double the scientific and
technical information is about 10 years, the time to double the power
resources, the raw material reserves, and the population is about
25 years. Extrapolation of the current rates of growth of our society
to the nearest future therefore leads to curious paradoxes.

In a book by a group of outstanding American authorities on thermo-
nuclear reactions /11/, the authors call our attention to the fact that
the quantity of energy that can be generated on the Earth is not very
high, There is a definite upper limit to it. The Earth absorbs (and
re-emits) 5. 102 erg of solar radiation each second. To avoid drastic
changes in the Earth climate, the energy output of artificial installations
on the Earth must be limited approximately to one percent of this quantity.
Assuming a figure of 4 .10 erg/sec for the current power output and an
annual growth of 4 percent, the authors show that the upper limit will be
reached in 125 years'! This limit can be slightly stretched if we directly
harness the solar radiation. To this end, however, a considerable part
of the Earth's surface will have to be covered with solar energy con-
verters, a not very likely prospect.

Thermodynamic considerations show that this is indeed a fundamental
difficulty. After all, the entire expended energy is inevitably converted
into heat. And what then? Two solutions can be envisaged: either the
power output is maintained strictly constant after the allowed 125 years
of growth, or all the forms of human activity involving large energy
requirements (industrial complexes and large-scale scientific experi-
ments) should be moved into outer space. The first alternative is
entirely unacceptable, since it virtually means that all further develop-
ment is stopped. The second alternative, on the other hand, appears
quite likely even at the present stage of development.

A similar conclusion regarding the inevitable expansion into outer
space also emerges from an examination of other characteristics of
human activity (population explosion, chemical and radioactive con-
tamination of the ocean, insufficient open space on the Earth, exhaustion
of nuclear fuel resources, shrinkage of the biosphere, etc.). Power
difficulties, however, will probably prove the dominant motivating
factor. If a certain parameter P increases a factor of o annually, P,
will increase in f years to P=Poa!, whence

t=l-g(ll;# years. (1.8)
The above estimate of 125 years was obtained using this relation. If the
growth rate a = 1.04 is maintained after the critical period, the human
power output will exceed the quantity of incident solar radiation after
240 years, after 800 years the total energy radiated by the Sun will be
exceeded, and after 1500 years we will exceed the total radiation output
of the entire Galaxy!
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The population also grows exponentially, and possibly even faster, so
that there will be a steady pressure to maintain the exponential growth of
the other parameters. So far, our civilization has used up about 101 g
of mass. Assuming the same annual growth rate, the figure will reach
105! g in 2000 years, which is equivalent to the mass of more than ten
million galaxies! The quantity of information currently increases at a rate
of 10% annually; extrapolating for this rate of growth, we obtain an
increase by a factor of 10% in 2000 years, so that the quantity of infor-
mation by then will significantly exceed the total number of atoms in the
Universe (about 10%%), Such a quantity of information in principle cannot
be stored or remembered! We thus reach the inevitable conclusion:
the current exponential growth constitutes a transient
phase in the development of the civilization and it will
be unavoidably restrained by natural factors.

Indeed, assuming a mean density of p for some space medium that the
civilization has set forth to harness, we see that, even advancing at the
velocity of light, it will be able to harness, after some time {, mass at a
rate not exceeding

M

G Sdn (ct)? pc, (1.9)

and energy at a rate not exceeding

E
25 < an(et) pet. (1.10)

Hence it follows that the mass and energy requirements (and therefore the
growth of information, whose material carriers are mass and energy) may
increase exponentially only for a limited time, whereas an unlimited growth
may not be faster than . For our civilization, as we have seen, the dura-
tion of the future exponential growth phase can be estimated at about

1000 years. And what then? Since the development of power resources

on the Earth (and, in general, in any finite volume) is limited by thermo-
dynamic considerations (the overheating effect that we have mentioned
before), future economic growth after some 100— 200 years will probably
push humanity into outer space! This, in our opinion, is the objective
tendency and the main task of space exploration at this stage.

Should not the nonexponential growth be interpreted as a sign of a
decaying civilization? In our opinion, even a linear growth of information
indicates a viable civilization., Indeed, a constant rate of acquisition of
information signifies that a constant quantity of new, highly significant
and highly valuable data is acquired every year. This in no way obstructs
the main tendencies in the development of civilizations. The so-called
"feedback effect" will apparently constitute a decisive factor for further
development of our civilization. Everything depends on whether
supercivilizations exist or not, If the answer is in the affirmative, recep~
tion and assimilation of information from supercivilizations may play
a leading role in future development. This learning stage may lead to a
rapid jump of the civilization to the highest level. If we assume that
every civilization at a certain stage of its development passes through
such a learning stage, we conclude that there will be virtually no civiliza-
tions in an intermediate stage of development or in a stage close to ours.
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The second possibility — total absence of supercivilizations — will
apparently necessitate a complete revision of our current ideas of unlimited

growth and development.

§5. THE SEARCH FOR SIGNS OF ACTIVITY
OF SUPERCIVILIZATIONS

The general considerations of the previous sections lead to certain
conclusions regarding the types of activity of supercivilizations which can
be detected at the present level of development.

The most general parameters of this activity are apparently ultra-
powerful energy sources, harnessing of enormous solid masses, and
transmission of large quantities of information of different kinds through
space. In this section we will consider the first two parameters which
are a prerequisite for any activity of a supercivilization,

Energy sources

As we have noted before, the present-day astrophysical observations
do not provide any indication of the existence of an upper limit for the
energy output of a supercivilization. This limit, however, will probably
emerge when we have covered the entire electromagnetic spectrum, from
106 to 10® Hz. This interesting conclusion follows from basic thermo-
dynamic considerations: the entire energy expended by a supercivilization
is inevitably converted to heat. This thermal energy cannot accumulate
indefinitely inside a closed volume, to avoid critical overheating. The
only way in which this heat can be dissipated is by radiation into outer
space. Any power system thus inevitably involves eventual radiation of
its entire power output in the form of heat into space. If the efficiency
of these systems is very high, the spectrum and the surface brightness
of the radiating body should correspond to the blackbody spectrum at a
temperature equal to the effective temperature of all the forms of electro-
magnetic radiation received from outer space (the equilibrium temperature
in the intergalactic medium is around 3°K). It is quite probable, however,
that the efficiency of these power systems is less than 100% (there can be
various operational reasons for this). The resulting emission spectrum
is more complex. It is difficult to predict the specific features of sources
of this kind. The only reasonable thing to do at this stage is to concentrate
on radiation sources with maximum bolometric power. Quasars are the
only known objects which fall under this category.

Let us briefly describe the main regular features established for these
remarkable objects /8/.

The radio emission of quasars was discovered more than 10 years ago,
but the widespread interest in these objects was aroused only recently,

In 1960— 1962, following a substantial improvement in the directivity on
radio observations, it was established that some radio sources have the
same coordinates as star-like optical objects. Prior to that time, the
consensus of opinion had been that most radio sources are identifiable
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with large galaxies. It thus appeared that a new class of stars with
anomalously powerful radio emission had been discovered in the Galaxy.
Further observations, however, proved this hypothesis to be wrong.
The observational data indicated that these were an entirely new type

of extragalactic object, of which nothing had been known before. (Note
that this again stresses the need to cover the entire electromagnetic
spectrum in our observations.)

When observed through optical telescopes, the quasars appear as
star-like objects in the sense that the apparent angular diameter is
substantially less than the resolution limit of the astronomical optics
(fractions of an angular second). Near some of the quasars, nebulous
filaments are observed, which may be irregular in shape or follow a
general radial direction from the star, reminiscent of ejected gases.
Figure 4 is a photograph of one of the nearest and brightest quasars,
the radio source 3C 273, with a noticeable ejection on top right. The
ejection is no wider than 1"—2", it begins at a distance of 11" from the
star and terminates at a distance of 20". Ejections and filaments are
also observed near the quasars 3C 48, 3C 196, and 3C 279,

"_ﬁ‘

FIGURE 4. The quasar 3C 273,

One of the most remarkable features of the optical specira of quasars
is the exceptionally strong red shift of the spectral lines. The red shift
varies from 0,158 (for the nearest quasars 3C 273) to values corresponding
to a three-fold change in wavelength (3C 9, see Figure 2). This unusually
high red shift, if interpreted as the result of the expansion of the Universe,
points to tremendous distances and fantastic luminosities of these objects.

Because of the high red shift, the optical spectrum contains gsome lines
which normally lie in the ultraviolet in laboratory spectra. For ordinary
stars and galaxies, this spectral region is inaccessible to observations
from the Earth, as the atmosphere is opaque to wavelengths shorter
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than 3000A. The spectira of quasars have by now been studied down to
1000 A, and some spectra actually gave the profile of the L, hydrogen
line — the strongest line of most cosmic objects. Table 1.1 lists the
elements and the ionization stages discovered in the spectra of quasars.
The first column gives the elements in the order of increasing atomic
number, the second column itemizes the observed ionization stages.
The missing lines are apparenily those of elements which occur in small
guantities, in accordance with their normal abundance, or which nor-
mally do not have bright lines in the observed part of the spectrum.

The logarithm of the normal abundance (by number of atoms) is given
in the last column of the table.

TABLE 1.1
Element lonization Abundance Element lonization Abundance

H 1 12.0 P - 5.53
He 11 11.16 S 11 7.22
Li - 3.0 Cl it 5.4

Be - 2.4 Ar v 6. 62
B - 2.8 K - 4. 88
C 1L, 1IL 1V 8.48 Ca 11 6.22
N v,V 7.96 Sc - 2.91
o 1,15, 111 8.83 Ti 11 4.82
F - 5.4 A% - 3.18
Ne I, v 8.44 Cr I 5.38
Na - 6.22 Mn 11, 111 5.10
Mg L, v 7.48 Fe 11 6. 90
Al 11, 111 6.28 Co 1 4. 72
Si 1L, 111, IV 7.47 Ni 11 5. 93

The conditions of excitation of spectral lines in quasars are apparently
highly variable. Some quasars show mainly emission lines, most of which
can be identified with the spectra of certain elements. Figure 5is a
microphotometric tracing of the spectrum of 3C 273 /12/. In addition
to emission lines, the spectrum shows wide emission bands of uncertain
origin. Figure 6 is the profile of the H; line in the spectrum of this
quasar /13/. Some features of the line profile show distinct signs of
a shift relative to the line center. The Doppler velocities corresponding
to this shift are as high as a few thousands of kilometers per second.
Some quasars have a rich spectrum which also contains absorption
lines and bands (e.g., 3C 191). Some quasars (e.g., 3C 682) do not
show any lines at all.

The continuous optical spectrum of quasars also shows a number
of characteristic features. The energy distribution in the quasar
spectra is markedly different from the energy distribution in the
stellar gpectra. Quasars can thus be readily identified in large-scale
measurements of star color with light filters. The energy distribu-
tion in the optical spectira of quasars is adequately described by a
power function F,ocv™®, and a probable mechanism is therefore
emission or scattering of radiation by relativistic electrons.
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FIGURE 5. The microphotometric trac-
ing of the spectrum of the quasar 3C273.
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FIGURE 6. The profile of the Hg line of the quasar
3C 273.

Figure 7 i§ a plot of the optical colors obtoained with three filters,
U (A 3600A), B(ar 4400A), and V (A 5500A). The horizontal axis gives
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the B—V difference, and the vertical
axis the U — B difference for the same
object. The lower curve is the locus
corresponding to the main-sequence
stars, and the top line is the power
energy spectrum. The quasar

region is cross hatched.

One of the most puzzling pro-
perties of quasars are the variations
of their intensity. Prior to the dis-
covery of quasars, extragalactic
astronomy was generally assumed
to deal with highly stable sources.
The brightness of galaxies remains
constant over billions of years
(except for the brief supernova

31



EXTRATERRESTRIAL CIVILIZATIONS

explosions). And yet, the observations of the first quasars have shown
that their luminosity is significantly variable. Using old photographs

of the sky, the astronomers managed to reconstruct the light curves of
these objects over a relatively long period. Figure 8 shows the smoothed
light curve of 3C 273 for the period 1888— 1963 /14/. The mean light
variation period of this source is about 9 years. The mean photographic
magnitude of 3C 273 decreases according to the equation

Mg = 127.47 + 3767 (T — 1900),
+0.08  +047

(where T is the year of observation), which gives 300 years for an
exponential decrease of brighiness to 1/ e /15/, Faster brightness fluctua-
tions, whose statistical character is still unclear, have also been observed.

Z years

|
o0 Mz M\

FIGURE 8. The smoothed light curve of the
quasar 3C 273 corrected for the secular decrease
in brightness.

Figure 9 plots the results of photographic and photoelectric measurements
of the stellar magnitude with a B filter for the quasar 3C 446 /16/.
Occasionally, the brightness of this object changes by as much as a
factor of 2 in 24 hr'! This rapid variation of brightness provides a
direct estimate of the size of the emitting region — less than one light
day (< 3- 10" c¢m), i.e., much less than the size of a galaxy (tens of
thousands of light years) and probably even less than the size of the
solar system: the diameter of the orbit of Pluto is 0.5 of a light day.

Both the continuous and the line spectrum of quasars apparently
change (the changes cover line widths, line intensities, and wavelengths
/17/). The correlation between these variations has been hardly
studied.

Some quasars show a considerable linear polarization of the optical
radiation. The same quasar 3C 446 has a maximum difference of 0,2
between the intensity of the perpendicular polarization components.

The degree of polarization and the position angle apparently change with
time. The polarization of the infrared radiation at A= 1.6u for the
quasar 3C 273 reaches 40%.

Let us now consider some fundamental results of radio observations
of quasars. The angular resolution of the modern radio telescopes can
be made as high as 0".001 (by using interferometric techniques, observing
the diffraction pattern during lunar occultation of radio sources, and
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studying the radio flux fluctuations associated with radio wave propagation
in aninhomogeneous interplanetary medium), and this is considerably higher
than the resolution attainable with optical telescopes for the same objects.
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FIGURE 9. Light curves of the quasar 3C 446.

However, not much information has been obtained so far by the new radio
methods. The observations of 3C 273 (the best studied quasar) revealed
the existence of two sources: source A corresponding to a luminous ejec-
tion on the photograph of this object, and source B which adequately
coincides in position with the quasar itself. Figure 10 shows the radio
spectra of components A and B, which are markedly different /18/.
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FIGURE 10. The spectrum of the components of 3C 273.
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Source 4 is elongated along the optical ejection and grows brighter at the
outermost end, where its angular dimensions are 5" X 1".5, Source B in
its turn consists of a spherical halo some 6" in diameter and a central
nucleus /19/. Radio-interferometric observations reveal that most of
the energy is radiated from a region not exceeding 0".002 /20/.

The spectra of quasars often deviate from the normal power function,
and this probably suggests a complex structure or a variety of emission
processes. The most interesting properties are those of sources with
peculiar features in the short-wave part of the radio spectrum. Figure 11
shows the spectrum of 3C 279; like the spectrum of 3C 273B, the
radio flux shows a tendency to increase toward shorter wavelengths.
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FIGURE 11. The spectrum of 3C 279.

The radio emission of these objects is generally variable. Figures 12
and 13 plot the time variation of the radio flux from these two sources
at various wavelengths /21/. Particularly strong and rapid variations
are observed in the millimeter range. In 1966, a decision was taken

to launch an international program of systematic observations of selected
objects in the entire electromagnetic spectrum in order to study the
variability of quasars. The sources 3C 273, 3C 279, 3C 345, CTA-102,
and others were chosen for this purpose. The list also included the
source 3C 84, which is a nucleus of the anomalous galaxy NGC 1275,
The properties of this source have much in common with the properties
of quasars. Detailed observations also reveal a deep-running analogy.

No individual radio lines from quasars have been observed thus
far, since every quasar requires special receiving equipment adjusted
to its red shift.

The brief description of the observational data shows that our infor-
mation about quasars is highly deficient even in the well-mastered
frequency ranges and for the brightest sources. It is quite probable
that some of these sources have an exceptionally strong radiation in
the intermediate spectral region (between the radio and the optical spectra).
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FIGURE 12. Variation of radio flux, degree of polariza- FIGURE 13. Variation of the radio flux from the
tion, and position angle for the quasar 3C 273 at quasar 3C 279 at 8000 MHz.
8000 MHz.

The bulk of the energy of 3C 273, for instance, is definitely known to be
radiated in this range. Figure 14 shows the combined spectrum of 3C 273 B
based on both radio and optical observations, plus the new measurements
in the millimeter and the infrared spectra /23/. The steeper short wave
curve is based on the 1964 measurements, and the gentler curve is the
result of 1966 measurements. The spectrum of quasars probably

extends far into the ultraviolet and the X-ray region. Recently, 3C 273

was apparently found to emit at 1— 10 A /24/.

The total bolometric luminosity of the quasars is unusually high. The
total flux emitted in the infrared and in the submillimeter region by 3C 273 B
reaches 4.107'2 W/m2, Since the distance to the source is < 1.5-10% cm,
the total energy radiated in this range is about 10*7 erg/sec. The energy
emitted in the optical spectrum is 1/10 of this value, and that in the radio
spectrum Yo of this value. Thus, there apparently exist quasars which
are basically infrared sources /25/. The bolometric power of quasar 3C 273
is thousands of times greater than the corresponding power of the giant
galaxies.

Studies of the spatial distribution of quasars revealed still another
remarkable feature: quasars never occur in clusters or near individual
galaxies /26/.
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FIGURE 14. The spectrum of 3C 273B according to radio.
infrared, and optical measurements.

Very interesting conclusions emerge from statistical studies of the
distribution of quasars according to the observed radiation flux. These
statistics reflect the line-of-sight distribution of sources. If we allow

for the time of propagation of the radia-
tion, this distribution can be taken as
N ster™ characterizing the quasar number and
Y T ' ] power at various stages of evolution of
the Universe. Figure 15 plots the func-
tion ¥(F,), i.e., the number of all radio
sources brighter than a given flux F, vs.
the flux. The curve is based on the
observations of all the radio sources
vl | at 178 MHz up to a maximum flux of
5.10% W/m?.Hz /26/.

Theoretically, a uniform distribution
of radio sources in a Euclidean space
A ] without expansion gives N (F,) o< F3” .
¥ T A w It follows from the theory that the

';-HMHZ/J-”;TH—Z- red shift associated with the expansion
of the Universe should lead to a more
gentle dependence. Observations, on
the other hand, give a steeper dependence:

F/ad® i

FIGURE 15. The number of sources

brighter than a given flux vs. the flux

value at 178 MHz. _
N(Fy) o< F3'8,

Recently it has been established that
if all the sources are divided into two groups — quasars and radio galaxies —
each class will have its own distribution function N(F,). For radio galaxies
N(F) o< F3", and for quasars N (F,)oc F32% [27/.
The possible reason for this steep distribution is the rapid evolution of
the radio sources in an expanding Universe (either a decrease in the number
of sources in every bounded volume with the expansion of that volume, or
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a decrease in the brightness of the source, or both). There is a possibility
that only quasars are characterized by this exceptionally fast evolution.

If the division of sources into two groups is justified, the number of
quasars among sources with fluxes of 107 W/m?2.Hz is comparable with
the number of other sources (from observations at 178 MHz). The curve
N(F,) then also shows a marked saturation at low fluxes. The low bright-
ness temperature of the extragalactic background (about 20°K at the same
frequency /26/) also points to the existence of a certain limit number of
sources. From these results, we can find the time at which the forma-
tion of quasars began. This was approximately one billion years after
the Universe began expanding.

The exact nature of quasars is unknown at this stage and is very diffi-
cult to.guess at. The discovery of the variable radio flux rendered all
the conventional mechanisms of radio emission inadequate. The fairly
rapid fluctuations of the radio flux are difficult to reconciliate with the
emission mechanism of relativistic electrons moving in magnetic fields.
Another alternative is to invoke coherent emission mechanisms (e.g.,
plasma oscillations /28/ or coherent stimulated emission of relativistic
electrons /29/).

What is the probable structure of a quasar according to current notions?
The core of a quasar is a nucleus measuring 51015 cm, whose mass is
approximately 10® solar masses. The nucleus plays a definite role in the
overall behavior of the quasar. In particular, its emission constitutes
the main contribution to the continuous spectrum of the source. The
nucleus is a giant star where the equilibrium is maintained by a balance
between the gravitational energy and the energy of magnetic turbulent
plasma or the rotational energy of the spinning star. The energy losses
through the powerful radiation of the nucleus are made up by the gradual
contraction of the star, i.e., by the gravitational energy resources. Tt
follows from the theory of gravitational collapse that when a mass contracts

to its gravitational radius rg=2€—§w, it releases energy which amounts to

several tens of percent of Mc? (thermonuclear reactions release only about
0.5% of Mc2)., ForM =108 Mg, r¢=3. 1018 cm, i.e., a figure of the order
of magnitude of the diameter of the Earth's orbit. The energy resources
corresponding to (¥3) Mc? are equal to 6 - 10%! erg, which is sufficient to
keep a quasar going for 20 million years at a rate of 10*7 erg/sec. The
existing estimates of quasar masses, however, are highly uncertain, and
they probably provide only a lower limit (the mass of the nucleus is taken
to be larger than the mass of the surrounding envelopes, which can be
determined from emission and absorption lines). The activity of the
nucleus is associated either with its pulsations or with the fact that it
constitutes a close binary system of high-mass superstars. This activity
involves ejection of ionized gas and streams of relativistic particles.

It is quite probable that at the center of galaxies, and in particular at

the center of our Galaxy, quasar-like objects exist. A certain region

at the center of our Galaxy emits strong nonthermal radio emission.

The motion of ionized and neutral gas clouds in the central parts of
galaxies is also reminiscent of quasars. A nucleus with bright emission
lines was discovered at the center of the Andromeda Nebula (M 31).

We have mentioned before the striking similarity in the optical and
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radio spectra of the nucleus of the galaxy NGC 1275 and of quasars.
However, effects of this kind in galaxies are many orders of magnitude
less powerful than the corresponding phenomena in quasars.

It should be noted that the nature of many of the known radio sources
is no less puzzling than the nature of quasars. For example, some
double galaxies, including one of the brightest radio sources in the sky,
Cygnus A, are great cosmic enigmas. The optical nebula located between
the two radio sources is not a galaxy in the usual sense of the word. It
seems to be made up entirely of high-temperature gas. Recently the radio
galaxy has been shown to emit high amounts of energy in the X-ray spectrum.
The radio galaxy Virgo A emits in the X-ray spectrum 100 times as much
as in the radio and the optical spectrum /30/,

YO0 60" 40" v 20T 0 20" -40" 60" -B0”
FIGURE 16. The structure of the radio galaxy Cygnus A
at 11 cm.

Figure 16 is a chart of Cygnus A obtained at A = 11 cm with a radio
interferometer. The structure of this object is clearly very complex,
and it contains several sources of small angular dimensions. Figure 17
is a photograph of the sky near the double radio source 3C 33 /31/.

The radio source components show on the photograph as two ellipses
which give an idea of the source size and correspond to a certain peri-
pheral enhancement. Midway between the sources we see a galaxy,
which apparently brought forth the two objects. Some of the puzzling
questions are what caused this "ejection' from the galaxy, how to
explain the striking likeness in the radio spectra of the ejected sources,
what prevents this formation from expanding through the interstellar
medium if these are indeed relativistic gas clouds, as many seem to
think?

The most remarkable objects of this kind are the radio sources 3C 343
and 3C 343.1 /32/. Their spectra are also perfectly identical, the distance
between the components is 29', the angular size of each component is less
than 0".1. The parent galaxy has not been discovered so far. The identi-
cal spectra of two complex cosmic objects whose separation from one
another is greater than the diameter of a sizeable galaxy are very diffi-
cult to account for by any of the known natural mechanisms,

Let us summarize. It is obviously too early to suggest that
quasars or some of the radio galaxies are artificial sources of energy.
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FIGURE 17. The area around the radio source 3C 33.

It seems, however, that this hypothesis definitely deserves more than a
cursory glance. Anyway, this hypothesis has stimulated during recent
years some discoveries of highly important properties of quasars, which
are discussed in the next section. Observations have thus far established
that quasars are the most powerful and yet the most compact energy sources
among all known astrophysical objects (the quasar nucleus is smaller than
the solar system whereas its radiation is more powerful than that of a
thousand galaxies'!). Future surveys in unmastered frequency ranges will
show whether or not more powerful sources exist in the Universe. Studies
of the most powerful objects will clearly enable us to fix an upper limit

to the permissible energy output of a civilization.

Solid maftter

From the point of view of modern physical concepts, the only state of
aggregation of matter which is capable of storing indefinitely a large
quantity of information is the solid state. The main feature of the solid
state is the fixed and constant arrangement of atoms in the lattice. This
feature is the basis of modern technology, in that it ensures constant and
immutable properties of constructions; the same phenomenon made
possible the development of biological processes on the Earth.

The solid matter also probably provides the basic constituent for the
technology of supercivilizations, in particular in various data acquisition
and processing systems. Therefore, a discovery of solid cosmic objects
may have a significant bearing on the solution of our problem.
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Unfortunately, the solid state of matter is the most difficult to detect
in the Universe, because of its low temperature and the correspondingly
weak emission of radiation. Therefore, our information on the quantity
and properties of solid matter in the Universe is virtually nil.

The astrophysical data in our possession refer to planets and their
satellites, to meteorites and interplanetary dust in the solar system
(also measured from rockets), and to the extinction of stellar light by
interstellar dust particles and its scattering in the reflecting nebulae.
The properties of interstellar dust are mainly derived from theoretical
considerations regarding the quantity of the heavy elements and the
possible properties which cause mechanical destruction of the dust
particles, their heating and cooling.

High-mass solid objects in the Universe are extremely intractable.
Let us consider this point in some detail. There can be two different
approaches to the search for these large solid objects: trying to detect
the nearest individual massive objects and trying to detect the combined
emission (or absorption) effect of a large assembly of solid bodies. Let
d, 8, and T be respectively the size, the density, and the surface tem-
perature of the solid objects, n the number of these objects in unit volume,
I the size of that part of the Universe which is filled with these objects.
The mean density of matter associated with the solid objects is then

o =ndd?,
and the angular size of the nearest object is

Prax =dn~h = (g)/ (1.11)

the observed emission temperature of a large assembly of such objects
(treated as the background emission) is

Ty =Tnd, (1.12)

and the optical thickness for light absorption or scattering by these solid
objects is

v=nd¥. (1.13)

Assuming that the concentration of solid matter with 6~ 1 g/cm? does
not exceed the mean density in the Universe p~10"% g/cm?® (for extra-
galactic solid objects) or the density in the Galaxy for galactic objects
(either estimate is grossly exaggerated), we find that the angular size
of the nearest objects does not exceed 4-107° and 4-107° sec, respectively.
Since the surface temperature of these objects is limited, there is no way
to detect them individually.

The combined emission of a large assembly of solid objects will be
difficult to observe when Tz «T., where T. ~ 3°K is the equilibrium tem-
perature for all types of electromagnetic radiation in the Universe.
Absorption effects are difficult to distinguish when 7« 1. Since the
surface temperature of the solid objects clearly should be greater than
{or equal to) T.~3°K, the two conditions combined give the inequality
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nd?l« 1, and since n=35—3, we find

d> B (1.14)

assuming that the solid matter accounts for a noticeable fraction of the
density in the Universe p ~1072 g/cm?® (this estimate is a gross exaggera-
tion), and taking for the density of the solid objects 8 ~ 1 g/cm? and
| ~ £~ 028
o

measuring d>>1 mm remain absolutely undetectable.

In our opinion, this difficulty is virtually insurmountable in the sense
that giant solid constructions of supercivilizations may remain undetectable
even with the largest telescopes. The attempts to detect solid objects
from their gravitation effects are also absolutely hopeless, since the
existing estimates of the total mass of star clusters, galaxies, and clusters
of galaxies are characterized by low accuracy (mainly because of the high
proportion of low-luminosity stars). The estimates become more encouraging
if we assume that the effective density of constructions in the Universe is
3< 1. One of the examples of constructions of this kind is Dyson's sphere,
a shell enclosing a star, with a radius of about 1 astronomical unit. The
equivalent density of this construction is

cm, we find that even in these extreme conditions particles

Seq ~ 8 :mm _ 3?1&,
iy 3
3 nr
where r~1.5.10% cm is the radius of the sphere, A ~102 cm is the thick-

ness of the sphere, and 8~ 1 g/cm?®, 1In this case, we find deq~ 21071 g/cm?,

029

the mass of the sphere is M =—;~nr3<5eq ~3-1 g (approximately half the

mass of the planet Saturn), and the visible angular dimensions (1.11) for the
Metagalaxy and the Galaxy, respectively, are <0".15 and £ 15". These
objects can be detected with modern telescopes. More detailed cal-
culations /33, 34/ lead to the estimates listed in Table 1.2.

TABLE 1.2

P, W 10741 1071 10714

D, cm 50 150 500 50 150 500 50 150 500
R, pc 2.06 6.46 20.6 6.58 20.1 65.8 65.8 102 658
L

In the calculations of Table 1.2 it was assumed that the heat emission
of the sphere (with a surface temperature of 300°K) at wavelengths between
8 and 13 microns was observed with modern high-sensitivity bolometers
and optical telescopes. In this table, P is the bolometer sensitivity, D is
the telescope diameter, and R is the maximum distance at which the
thermal emission of Dyson's sphere is detectable, assuming a minimum
signal/noise ratio of 9. Note that these observations can be easily carried
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out with the existing telescopes on Earth, since the 8—13u range
corresponds to one of the transparency windows of the Earth's atmosphere,
In general, the thermal emission peak of solid objects at temperatures
beiween 3 and 300°K falls between 10u¢ and 1 mm, and at these wavelengths
the atmosphere is highly opaque, mainly due to the absorption by water
vapor. The search for these gsources should therefore lean heavily on
observations from beyond the atmosphere.

§6. THE SEARCH FOR INFORMATION TRANSMISSIONS

In the previous section we discussed the search for the various signs
of activity of civilizations. One of the most probable elements of this
activity is apparently transmission and exchange of information. These
transmissions can be divided into two broad types: 1) exchange of infor-
mation between highly developed civilizations of approximately the same
level, and 2) transmission of information aimed at raising the level of
less developed civilizations. If supercivilizations actually exist, trans-
missions of the first group may prove virtually inaccessible to us (e.g.,
these transmissions may be directed by tight-beam systems and the
transmission line need not necessarily intercept the solar system). On
the other hand, transmissions of the second group, by their very nature,
should be readily accessible and easily detectable by others. The
reception of transmissions of this kind is expected to have a funda-
mentally significant influence on the development of our civilization
(von Hoerner's feedback effect /2/), and as a result we will rapidly
rise to the highest level of civilization currently existing in the Universe.
Probably the fastest and the simplest (though the most fantastically
sounding) way to achieve this advancement is by merging with the
nearest supercivilization.

How is the search for transmissions of this kind to be planned?

Redundancy considerations indicate that we can hardly expect a great
number of transmissions of this kind. We will do better to concentrate
on one or several sources of electromagnetic radiation which stand out
among the rest in terms of their intensity or some other property. The
search for these prominent sources can be effected by means of sky
surveys in the least noisy frequency range. As we have noted above,
the technical means for the detection of electromagnetic radiation have
improved to such an extent that instrumental noise is no longer the main
limiting factor. In the next 5— 10 years, apparently, the receivers will
attain their maximum sensitivity for astrophysical work, which is deter-
mined in each frequency range by the intensity of background radiation
and by random fluctuations of the signal. Figure 18 plots the background
intensity spectrum for an observer situated in the intergalactic space, far
from the bright galaxies. This spectrum has been reconstructed from
the results of measurements in the radio, optical, and partly X-ray
spectra, and also between the optical and the X-ray spectra the curve
is based on theoretical calculations, which take into consideration the
emission of the interstellar dust in galaxies and the total emission
of the galactic stars, and also on extrapolation of the available results
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of observations /35,36/. For an Earth-bound observer, the background
radiation of our Galaxy has to be added to this spectrum. The resultant
background intensity from the Earth is shown in Figure 19 for the "brightest"

(the center of the Galaxy) and the "coldest" (the Galactic pole) parts of the
sky.

IgI”mzﬂz- ster

B\
79

1
N
T

\—‘\

I
8
T

!
S
T

Lot i -

S S | £ O (N T N Y N N B | 1t
£ 78 §/001213%IEIEITIEIE20212223 \dvHz

FIGURE 18. The spectrum of the background electromagnetic
radiation for an observer in the intergalactic space.
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FIGURE 19. The spectrum of the background electromagnetic
radiation for an observer in the solar system.

Both spectra show deep intensity minima, and these valleys are
apparently the most suitable for interstellar communication, The discrete
(quantized) nature of the electromagnetic radiation is another significant
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factor to be considered in connection with the choice of the transmission
range. The distinctive feature of the spectra in Figures 18 and 19 is that
the background intensity is everywhere higher than the blackbody intensity
at 3°K. The range with the minimum equivalent blackbody temperature
(the region where the "'relic" background radijation predominates) lies

at wavelengths between 3 m and 30 cm in Figure 18 (this range is some-
what narrower for the case in Figure 19). In both figures, the dashed

line marks the limit where for a blackbody radiation -% = 1, and con-

2hv 1 2hv: 1
sequently I,=8B,= = W o ioT
EF—I

have%>1 and the quantum effects are therefore most prominent.

To the right of this limit we

The solution of the problem of optimum signal transmission against
a noisy background essentially depends on the particular parameters that
are to be optimized. Allowance for quantum and classical fluctuations
leads to the following expression for the maximum quantity of information
which can be received in unit time in a unit frequency interval /37/:

hv
_hv Py 1 1 __RT
cv=1n[1+ﬂ(1—e ”)]+ et | [+ . (1.15)
hy e*T —1 v TR el —1
ekl —1

Here P, is the power spectrum of the received signal at the receiver input,
T=T(v) is the effective temperature of all the noises corresponding to an

approximate input noise spectrum of the form e,= #— For fixed P, and

eﬁ— 1
T, the function ¢, decreases monotonically with increasing frequency
(Figure 20).
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FIGURE 20. Cy vs. frequency.

In the classical case (:—;’_<< 1\), equation (1.15) takes the form

comin (14-58) (5 e+ (119
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If we retain only the first term of the expansion, (1.16) coincides with
Shannon's standard expression for the rate of information transmission.*

In another limiting case %—» 1, and assuming that the signal is much

more powerful than the noise { P, > ,“/,W , we get
eﬁ-—l
cv=1n(l+%)+%ln(l+%), (1.17)

i.e., the rate of information transmission depends only on the number of

quanta of the signal received in unit time %. For high spectral intensities

of the signal (f_\‘;» 1), equation (1.17) takes the form

cv=1n(l+%)+l, (1.18)

which is also close to Shannon's expression if we introduce the "equivalent
temperature' of the quantum noise kTe =hv.

For an ideal detector, the noise &,is determined by the intensity of the
sky background radiation /,, i.e.,

QA <l (1.19)
v

g, =

Here A, and Q, is the effective collecting surface and the effective solid
angle of the receiver at frequency v (the antenna, if radio frequencies
are considered), and the factor % allows for one polarization component
of the intensity /, (both components are assumed to have the same intensity).
The last part of equality (1.19) is valid only if 4,Q,=4%, which is not always
true. For example, for the optical telescopes, the minimum solid angle
Q, is generally determined by the scattering in atmospheric inhomogeneities,
and not by the diffraction pattern of the point source. As a resuli, the
angular size of the source is very seldom less than 1", and the adjustable
aperture used to restrict the background should not be less than this
figure. Thus, we always have A,Q,>> A? and the equality in this relation
(corresponding to a pure diffraction image) ensures the best signal/noise
ratio.

The signal power spectrum at the detector input is related t{o the
radiation flux of a point source F, by the equality

Py= 5 AJF,, (1.20)
where the factor Y, allows for the polarization components, as in (1.19).
These general relations make it possible to assess the peculiar features
of signals of artificial origin.
The reception of signals from extraterrestrial civilizations can be
divided into three stages: 1) search for call signals and their decoding,
2) search for the key to transmission and its decoding, 3) reception
and decoding of information.
Let us consider in some detail the first phase of the procedure, namely
the searchfor call signals and the choice of the most suitable irequency range.

® See also Chapter 1II.
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Call signals are intended to facilitate the detection of the source, and
they carry a certain minimum quantity of information which is sufficient
to firmly identify the source as an artificial object.

The choice of the optimum frequency range for call signals thus amounts
to the following. We have to'find the frequency v and the operating condi-
tions of the receiver which ensure the maximum signal/ncise ratio for a
given total energy flux from the source per unit surface area near the
Earth F and the given search time f;.

If an ideal receiver is used, the root~mean-square noise power at the
input is determined by the fluctuations associated with the natural back-
ground radiation from outer space. Allowing for the fluctuation in the

number of photons, we have
VAPE = [¢+ e iv] (%)’ (1.21)

where ¢, is defined by (1.19), and Avand T are the receiver band width and
time constant, respectively. Seeing that the input signal power is P,=

=P,,Av=%FAv, we find for the signal/noise ratio

1
__ gfArs (1.22)
[e2+emv] Vv

The entire search time {, incorporates both the frequency search and
the direction search, so that we have to maximize N for a given f,,

PR . (1.23)

As we have noted before, the real reception conditions are such that
the solid angle Q, of the receiver and the effective collecting area A, are
related by the equality

Q,A, = kA2, (1.24)

where the numerical coefficient %,2> 1. Because of the great difficulties
in the manufacture of large precision surfaces, the coefficient %, increases
with the increase in frequency. The actual conditions of propagation of
light and radio waves in the atmosphere also increase the coefficient 4,
and this effect is particularly pronounced for observations in the optical
region. In observations from outside the atmosphere, allowance should
be made for the increase of angular dimensions due to the propagation
of radio waves in the interstellar and the intergalactic plasma. This
problem is discussed in detail in Chapter II, where it is shown that the
scattering is negligible in the centimeter and the decimeter range, but
it may reach significant values for the meter wavelengths.

Using (1.19), (1.23), and (1.24), we write (1.22) in the form

N = FVA\-vlq_ . (1.25)

- ]/ 2 2hv
Vi ¢V 1%,+1, =
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The following conclusions can be drawn from this relation. First, to
obtain the maximum N, we should make &,as small as possible, if the

2hv? ). This

C2

main contiribution comes from classical fluctuations (1.,kv >
condition is always imposed in the region where the background is described
by an effective temperature which satisfies the inequality %vr— < 1. However,
in the quantum region (Z_;’_ > 1), in the case of lérge k,, the first term in

the radicand in the denominator of (1.25) may become significant. Moreover,

for Ik, < 2’:;'3, which applies only to the short wave region (where Z—;>> 1),

N is independent of %,. Finally, the requirement of maximum # from (1.25)
does not impose any requirements on the band width Ay and the time
constant r.

For the region where the background intensity is described by the

classical Rayleigh— Jeans formula (Z—;’. & 1) we have from (1.25)

FV At
N, = 7 v
¢ Vian cyViy ' (1‘26)
. s hv 2hv?
and in the quantum region (ﬁ > 1 and [k, < ) we have
N, = Fy _Av\'/o
7= i (1.27)

G 3
Vix ¢ /Vf"'_"_

CZ
Let us again return to Figures 18 and 19, where the dashed line marks
the limit of the two regions for 4,~1. In the general case, the first and

second term in the denominator of (1.25) are equal for /,= fﬁ:’a O If RS>,

v
the boundary between the quantum and the classical region is markedly
shifted in the short-wave direction.

Quantitative estimates based on (1.25)—(1.27) lead to a definite con-
clusion regarding the optimum frequency range: the decimeter range
of wavelengths, where the radio background is minimum
(A~10—50 cm), ensures the maximum signal/noise ratio for
sky surveys during a given time v .*

In addition to being easy to detect, call signals should contain a minimum
quantity of information which will label them as artificial signals. The
fundamental differences between signals of natural and artificial origin
have not been defined yet. These differences, however, are reflected
mainly in the information content of the signals, and not in their shape.
Transmissions, and even call signals, should carry certain informa-
tion which is absent in the radiation generated by natural processes.

Another question to ask is, shall we be able to understand the com-
munications received from civilizations whose age and evolution are

* The latest observations of a new type of object — pulsars — indicate that there exists still another type of
noise in ultra-long-range transmissions. This noise, attributed to fluctuations of the refractive index of
the interstellar plasma, makes the signal disappear for long stretches of time. This effect has been poorly
studied at this stage. Unlike the background radiation, this is a multiplicative noise, and it will probably
shift the optimum frequency range toward shorter wavelengths.
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substantially different from those of our civilization? There is clearly
room for understanding if a single common language can be devised.
The uniform structure of the Universe and the universality of the laws
of nature in different places and different times, as they emerge from
observational data, seem to provide this common language.

We are now in a position to summarize our conclusions regarding
call signals, Empirical considerations show that the quantity of infor-
mation needed to label a signal as artificial should contain more than
10 and less than 100 bits:

10< 7 < 102 (1.28)

Since the laws of nature are universal, the best policy would be
to transmit a certain combination of digits as a call signal of minimum
information content. For example, only 60 bits are required to transmit
in hexadecimal binary code the first eight primary numbers, their sum,
and the space signal between successive transmissions: 000001, 000010,
000011, 000101, 000111, 001011, 001101, 010001, 111011, 000000, ... which
stands for 1, 2, 3, 5, 7, 11, 13, 17, 59, 0,... A periodically repeated
transmission of this kind will leave no doubt whatsoever regarding its
artificial origin.

There is a great variety of different call signals. Measurements of
electromagnetic radiation record the following parameters: the two
spatial coordinates of the source, the time of observation, the frequency,
the intensity, the degree of linear polarization and its position angle,
the degree of circular polarization and its position angle. In principle,
a change in any of these parameters as a function of a change in any
other parameter may be regarded as a source of information, The dif-
ferent call signals are conveniently divided into two groups: transient
call signals and stationary (or steady-state) call signals. Transient
call signals involve a time variation in any of the above parameters
(e.g., the binary code can be transmitted by altering the sense of cir-
cular polarization). Stationary call signals involve a regular variation
of one parameter as a function of another, irrespective of the time
factor. For example, the variation of the sense of circular polariza-
tion as a function of frequency may contain the minimum quantity of
information (1.28).

It is not clear at present which of the different transmission tech-
niques is the most effective. Therefore, no exact criteria are available
for analyzing the parameters of suspicious sources.

Let us consider still another possibility of searching for call signals.
In all likelihood, only a minor fraction of the transmitter power is used
up in sending special call signals. Is it not possible to use certain
general properties of the transmitted information as a built-in call
signal? If the transmission covers a very wide frequency band, the
averaging effect may increase the measurement sensitivity several
orders of magnitude compared to the sensitivity of narrow-band mea-
surements without averaging. Thus, in radiometric measurements
of the mean source power, the signal/noise ratio increases by a factor
of n=VAvt compared to its value in measurements without averaging.
Therefore, to search for a source transmitting in a band Av, we need
an antenna with 1/n the effective area needed for receiving information
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from the same source. As an example, if the information is transmitted
in a band of 10 Hz and the avecaging time is 10 sec, we have n = 108,

Let us now consider the problem of optimal transmission of information.
The main question is how the transmitter energy should be distributed over
the spectrum to ensure the maximum transmission rate, The fixed factors
to be considered are the noise intensity spectrum J and the total energy
flux from the transmitter per unit surface area at the Earth, F. Problems
of this type /37/ are solved by varying relation (1,15) under the fixed con-
ditions. The optimum source spectrum is found to be

2hv
Ay
Fo= —gu——1.9,, (1.29)

A
e "V ~1

where g is determined from the condition [ Fydv=F . Smaller values of a

correspond to larger values of F. Seeinthhat by (1.24) Q,A,. > A2, we find

2h ! 1
AR =) (1.30)
A

and since F, 2> 0, we have

A
> T, (1.31)

where T, as before, is the effective background temperature of frequency v.
We thus reach the following conclusion: the optimum transmission
range corresponds to that part of the spectrum where
the effective background temperature is minimum.*

For the background electromagnetic radiation from outer space, this
region corresponds to the frequencies where the so-called relic radiation
prevails, i.e., the radiation described by Planck's formula with T~ 3°K.
This range covers the spectrum from submillimeter to decimeter wave-
lengths, with a background intensity maximum near A ~1.7 mm (see
Figures 18 and 19).

A more definite shape of the source spectrum can be derived using
the dependence of A, and Q, on frequency. Let us consider two possible
cases.

1. Ay=Av? Q =Q= const. As we have noted in §3, this case cor-
responds io the limitations imposed on the largest possible antennas,
provided that the relative surface finishing accuracy is approximately
the same at all wavelengths. The shape of the spectrum F, depends on
the parameter F (Figure 21), For small F (i.e., low-power transmitters),
the maximum F, corresponds to the minimum background intensity in
the decimeter range, i.e., it coincides with the best frequencies for
call signals. For high F, the transmitter spectrum is broader, and,
if the background radiation is negligible, we have

2hv?
A
Fy=——gpe— (1.32)

e A i

¢ The entire range, however, may shift toward shorter wavelengths due to the factors mentioned in the
footnote on p.47.
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This spectrum is characterized by a plateau in the low-frequency region
and an exponentially falling branch (no maximum) at high frequencies.
The shoulder is associated with information losses due to quantum fluctua-

tions of the signal.

i

| 1 1 1 1 L] | S
& 7 & 8§ W0\7 22745 WiHz

FIGURE 21. Energy distribution in the spectrum of an
artificial source for Ay ccv™?, Q, =const.

2ay=2 N
2. A,=A= const, Q = “/; . This case corresponds to measurements

with a single antenna, which receives the entire spectrum of the signal:

2hv 1 1
FvsT( T — ) (1.33)
e 4 —1 et )
For small F, we may write 2/1':“ =iz'vlﬂ-, AT < T. Then
By
20 AT ( v 2 kT
Fy=222 (ﬁ) h_"v - (1.34)
(e ®T _ l)
For /%L<< 1, the spectrum has a plateaun, F,= 2kAAT ; then the flux increases,

reaching a maximum at :—;'_ ~1.1 {for T = 3°K, this corresponds to

A = 4.8 mm), and then falls of exponentially, The maximum F, is a factor
of 2.7 greater than the plateau value.

As F increases, the background limitations become progressively less
significant, and the spectrum width increases. At very high transmitter
powers, the distribution shows a plateau on the low-frequency side and
falls off exponentially (no maximum) at high frequencies:

2hvy L {1.35)

The expected spectrum curve (qualitative picture) for various F is
given in Figure 22.
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Let us now consider the general properties of information transmission
in order to find some built-in criteria for a preliminary selection of radio
sources and a search for call signals.

1. A significant part of the spectrum of an artificial source invariably
falls in the radio frequency range, with a maximum at the frequencies

corresponding to the minimum
background intensity (the short-

lgh wave part of the decimeter range)
P or in the millimeter range. A
| 5 spectrum with a maximum at
L, decimeter wavelengths or with a

plateau in this range and a maxi-

KA 5 d7>7 mum at millimeter wavelengths
-2 provides a tentative criterion for
‘2 the selection of suspicious objects.

2. Minimum angular size of
2 the suspects (radio sources) may
L—Z vy also be regarded as a very strong

s tentative criterion.

4 3. Measurements of other
-—5 astrophysical parameters of the
=& source in other spectral regions
F—7 can also be used for preliminary

1 1 1 1

TR T
&7 8 9707

L Ll Ly selection (circular polarization,
/273\/4 5 1§ yHz optical and radio lines, optical
identification, X-ray emission, etc.).
FIGURE 22. Mergy distribution in the spectrum of an In this respect, the search for
artificial source for Ay = const, Qy~v-2 artificial sources is virtually
coincidental with the general trend
of modern observational radio
astronomy. It is probably for this reason that the discussion of the pos-
sible tentative criteria for the identification of artificial sources left a
profound imprint on radio astronomical work. Thus, during the 1964
discussions surrounding the program of search for extraterrestrial
civilizations /38/ it was first suggested that artificial sources should
have a spectrum with a maximum at decimeter and centimeter wave-
lengths, minimum angular size, and definite variability with time.
CTA-102 was mentioned as a probable suspect meeting these criteria.
In the years that followed, the relevant properties were discovered for
a number of sources, CTA-102 included. New sources with radio emis-
sion concentrated mainly in the decimeter range were discovered. One
of the most remarkable objects in this respect is the source 1934 — 63
(coordinates a = 1934™M485.9, &= —63°49'42" (1950)) /39/. Figure 23
shows the spectrum of this object, with a maximum around A= 21 cm.
Figure 24 is a photograph of the sky area showing this source. A galaxy
with a bright star-like nucleus is observed at the same position, and it
is joined by a hardly visible bridge to another star-like object.

A striking example of a source with a flat plateau spectrum and a
probable maximum in the millimeter or submillimeter range is 3C 273B
(see Figure 14). This and a number of other sources have extremely
small angular size (less than 0".002) and their radio flux is highly variable.
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FIGURE 23. The spectrum of the radio source 1934—63.

FIGURE 24. The sky area around the radio source 1934 —63.

As we have already noted, these observational results are inconsistent

with the synchrotron radiation mechanism generally used for radio sources.
Calculations show that this mechanism will fail to generate the observed
power in sources of such small size. Therefore, processes associated
with collective coherent emission (plasma oscillations /28/, stimulated
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emission /29/) are currently invoked to explain the observed effects.
In this connection, note that the radiation from an artificial transmitter
is a typical example of coherent emission.
The discovery of the anomalous strong line radiation at wavelengths
near 18 cm is another important factor which has bearing on our problem
/40/. The lines at 1612, 1665, 1667, and 1720 MHz are the splitting
components (A-doubling and hyperfine structure of the lowest energy
level of the hydroxyl molecule OH. Observations reveal the existence
of an unusually powerful radiation in these lines (especially at 1665 and
1667 MHz) from regions of very small angular dimensions inside ionized
gas clouds. Figure 25 is a photograph of one of thesenebulae (NGC 6334); the
squares mark the regions of anomalously strong monochromatic radiation 43/,

S o

FIGURE 25. Nebula NGC 6334 showing regions of OH line emission.

The very existence of OH molecules in H II regions, where the temperature
is around 10,000°, is in itself a highly surprising fact. Moreover, this
emission has quite unusual properties. The angular size of the emitting
regions is less than 0".,002 (linear size less than 4 a.u.). We can therefore
only give an upper bound estimate of the effective temperature at the peak

of the line profile, which turns out to be over 10" degrees. At the same time,
the unusually narrow line profile (less than 400 Hz in some cases) points

to a temperature not exceeding 10°K. This relationship between intensity
and line width is possible only in nonlinear emission processes, not
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generation mechanism of molecular masers and lasers in the

laboratory. Further measurements of the interstellar hydroxyl lines
revealed an almost 100% circular polarization of the strongest compo-
nents; in some cases, strong linear polarization is also observed,

Some of th
from day t

e lines show pronounced variation of the component intensities
o day. Figure 26 is the profile of the 1665 MHz line of the

nebula W 49 in linearly polarized, right-hand polarized, and left-hand
polarized radiation /41/. Figure 27 shows the profile of the same line
of the nebula NGC 6334 on different days /42/.
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FIGURE 26. The 1665 MHz line profile of W 49 for linearly polarized, right-hand polarized, and

left-hand polarized radiation.
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FIGURE 27. The 1665 MHz line profile of NGC 6334 according to observations on different days.
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Theoretical estimates of the possibilities of population inversion of
the energy levels in atoms and molecules corresponding to radio-frequency
transitions show this to be a most likely event under the natural conditions
in the interstellar medium /43/. Nevertheless, the exact mechanism of
this stimulated emission is not clear today.

It is, however, important to remember in our search for call signals
that the natural conditions in the interstellar space may greatly simplify
in this respect the problem of creation of ultra-powerful narrow-band
radio generators.

§7. THE PROGRAM OF SEARCH
FOR SUPERCIVILIZATIONS

In the preceding sections we tried to justify our thesis according to
which only the search for signals and signs of activity of supercivilizations
can be carried out with useful results in the next few years. Over a
period of some 10 years, astronomers can collect enough information
about all the brightest sources in all the regions of the electromagnetic
spectrum. This task is coincidental with the main trend of astro-
physical research today. However, now is the time to propose some sort
of a specific program for a search for artificial sources. There are
reasons to believe that transmission of information is one of the basic
conditions of existence for supercivilizations. We should therefore
develop a special program for the detection of call signals accompanying
these transmissions. Our analysis shows that the most likely frequency
range for the call signals can be identified with fair certainty. The other
parameters (frequency band, length of transmission, polarization, etc.),
however, are very difficult to guess at beforehand. If the transmitted
quantity of information is very large, we should naturally expect a very
wide band transmission, so that we will have to look for artificial sources
among a multitude of natural radio sources. It is quite probable, however,
that the low-intensity wide-band transmission carrying the bulk of infor-
mation is accompanied by powerful call signals generated at fixed fre-
quencies in a very narrow band or in the form of very brief and yet
powerful pulses.

Let us list the main directions of research which are of the greatest
interest from the point of view of the search for call signals:

1. Sky surveys at 3, 10, 30, 100, and 300 microns and especially at
1, 3, 10 mm and 3 and 10 cm aimed at discovering at least 100 of the
brightest sources in each frequency range.

2. Detailed studies of the properties of quasars and other
objects.

3. Search for anomalously powerful monochromatic radio sources (like
the hydroxyl line emission) in the decimeter range.

4. Search for pulse signals of interstellar origin in the same range.*

5. Search for monochromatic signals of variable frequency in the
same range.

"suspicious"

* The search for these signals began in 1967, with the discovery of pulsars. Among the known sources of
this type, however, there are still no indications of artificiality.
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The currently available information on each of the five items above
is pitiful and negligible compared to what could have been collected with
a properly planned utilization of modern means. The preliminary
criteria discussed in the previous section may prove to be of great help
in the preliminary sifting through of 'suspects.'' The angular size
criterion is particularly useful. The angular dimensions can be accurately
measured with a radio interferometer. Radio interferometers with a
base of the order of the Earth's diameter are currently available for
the centimeter and decimeter wavelengths /44/. In the near future,
one of the antennas will probably be mounted on an interplanetary space-
craft, thus giving a radio interferometer with a base comparable with
the dimensions of the Earth's orbit. Other promising directions include
the estimates of the maximum linear dimensions from the time variation
of one of the source parameters (e.g., radiation flux or polarization).
Since the velocity of light is finite, the radiation of the entire object

can be observed to change simultaneously in a time ¢ only if t>%, where

r is the radius of the object. Suppose that the quasar 3C 273B is an object

of mass M ~ 10% solar masses and its radius is greater than the critical

(gravitational) radius rg=20—}2w = 3-10® cm (G is the gravitational constant).
4

We thus come to the conclusion that the brightness of this source cannot

change faster than with a period of T ~ % = 10% sec. Any discovery of

faster light variation would point to a smaller mass and radius of this
object.

Preliminary selection using the tentative criteria is a necessary,
though not sufficient, stage of the general search procedure. Once a
sufficient number of '"suspects' have been selected, we have to start
looking for "meaningful contents' in the radiation from these objects.
This work, supported by parallel theoretical analysis of the various
alternatives, will help to improve the future search program. In par-
ticular, we hope that significant information on the parameters of
quasars and their time variation in various spectral regions will be
accumulated in the course of the international program launched in
1966 /45/.

At present, we have no theory to enable us to assess the presence
or the absence of meaningful information in the received signals. Man
is the only suitable candidate for making decisions in this direction, and
we are thus inevitably faced with the difficulties of subjective approach
to the search program. This approach, however, will not be entirely
arbitrary. A certain measure of objectivity will be derived from the observed
universality of the laws of nature and their constancy in space and time.
The universal laws of nature can be used as a common basis of under-
standing with other civilizations and, in particular, enable us to develop
an objective search program. In principle, we can probably devise a
procedure and build an analyzing machine for the comparison of the known
universal laws of nature (mathematical relations in the simplest case)
with any information received from outer space. In our opinion, this
problem is definitely solvable, at least as far as the search for call
signals is concerned.
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Chapter 11

THE EFFECT OF THE SPACE MEDIUM ON
THE PROPAGATION OF RADIO SIGNALS

The search for signals of extraterrestrial civilizations is closely
associated with a painstaking analysis of the radio waves received from
sources in outer space. The propagation of radio signals in the outer
space is therefore one of the main topics in our analysis.

The outer space (including the interplanetary, the interstellar, and
the intergalactic medium) is characterized by extremely low density of
matter. The effect of the space medium on signal propagation is there-
fore also very low. However, because of the tremendous distances that
the signals traverse before reaching the observer, the weak effects can
build up to alarming magnitudes. The integrated cumulative effect may
introduce significant distortions into the signal characteristics.

A detailed analysis of the propagation conditions clearly requires
knowledge of the basic parameters of the space medium: density of
matter, inhomogeneity of the medium, temperature, magnetic fields.
These data (especially for the intergalactic medium) are fairly uncer-
tain at this stage. Moreover, no detailed analysis can be carried out
without giving consideration to the particular characteristics of certain
limited regions of space through which the radio waves travel. For
example, the conditions of propagation of radio waves in the Galactic
plane are substantially different from the conditions of their propaga-
tion toward the Galactic pole. Individual objects (e.g., a dense cloud
of ionized hydrogen) intercepting the line of sight may introduce sig-
nificant distortions into the signal compared to the ''average' propaga-
tion conditions.

We are unfortunately in a position to give only some general limiting
estimates of the effect of the space medium on radio propagation.

Fairly numerous studies are available, dealing with such estimates,
We will therefore consider the main conclusions pertaining to the "inter-
ference' from the space medium.

Absorption is one of the leading factors which affect the propagation
of radio waves in a material medium. From the classical point of view,
the absorption of radio waves can be described as oscillatory pumping
of electrons by radio waves, which subsequently lose the extra energy
through collisions with protons. The absorption coefficient per unit
path length is expressed by the relation

u:l——nzvcoll (2.1)

cn eff ’
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where n is the refractive index of the medium, vz‘;lfl is the effective number
of electron-proton collisions. The expression for the refractive index can

be written in the form
_ -, / 4ne?N,
n(m)— = mw? (2-2)

Here N, is the electron concentration of the medium, o is the frequency

of the radio waves.

For the propagation of centimeter and decimeter waves in the rarefied
interstellar and intergalactic medium, when %’# <« 1, the absorption
coefficient is expressed in the form

(2.3)

e
b= T2 In NG

0.58N2 (4.3- 1o5r>
where T is the temperature of the medium.

The optical thickness for absorption (which measures the amount of
absorption) t=pl (! is the path length of the radio waves in the medium)
is proportional to the measure of emission N2.I, where N?is the square
of the mean electron concentration in the medium along the entire path.
The measure of emission for distances comparable with the size of the
Galaxy lies between the limits 6 - 1018 < N¥<6.10%,

The optical thicknesses t for various measures of emission and
frequencies o are listed in Table 2.1.

TABLE 2.1. The optical thicknesses T (in the Galaxy)

-2

o Ho Nt 6-10% ’ 6.101 ‘ 6:101
10!° 4.107° 4.107° 4.107
10° 4-107° 4.107 4.107°
108 4-107" 4.107% 4.107°
107 40 4 0,4

The table shows that radio waves with frequencies © > 10° Hz propagate
virtually without absorption in any direction in the Galaxy. (The magnitude
of absorption is determined by the factor e*.) Transmission at lower
frequencies is obstructed by strong absorption, especially in the direction
of the Galactic plane, where N%.1 reaches its maximum values.

The refractive index (2.2) also determines the dispersion effects which
distort the transmission. We should distinguish between two effects:
the phase shift of the spectral components of the signal due to dispersion
in the medium and the ''lag" of the quasimonochromatic group components
which transmit the signal energy.
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II. EFFECT OF SPACE MEDIUM ON PROPAGATION

To illustrate the difference between these two effects, let us consider
the transmission through space of a train of pulses, pulses of length P
following one another at intervals of the same length (Figure 28).

A pulse of length P (and any train of such pulses) can be expanded
into a spectrum (a Fourier integral). The train of pulses shown in
Figure 28 has a spectrum which covers a frequency interval of width

2n

A(D~T.

Ve

e
ihhhhhP
>l
FIGURE 28. Undistorted pulses.

In dispersive media (n#1), the phases of the individual spectral

components of the signal propagate with different velocities v, =T(CJ'
Therefore, the phases of different components acquire a relative shift
and the resultant combination at the receiver gives a distorted pulse
shape /1/. Depending on the characteristics of the propagating medium,
the pulse either ''contracts' or "spreads."

We have congidered the propagation of high-frequency pulses. Each
pulse was ''filled" with monochromatic radiation of a high frequency w.
This treatment is valid only for a steady-state transmission of a high-
frequency signal (when P> 1). This means that the pulse length
accommodates a considerable number of periods of oscillations of frequency
w. In the opposite case (0P < 1) the pulse involves a macroscopic variation
of the intensity of a low-frequency field in the medium.

Suppose that the pulse train (see Figure 28) is generated in the following
way: a certain radiation source with a sufficiently wide continuous spectrum
is periodically obscured by a screen. The pulse train emitted into space
will then have a wide-band ''filling," possibly not unlike noise (thermal
"noise").

Let the frequency band of this radiation be Aw, and the spectral density
E(w). From the energ, point of view, each pulse is a collection of quasi-
monochromatic groups E(w)éw, where 3o is a very narrow ''quasimono-
chromatic' band in the spectrum. The integrated effect of all these group
intensities gives the height and the length of the pulse. Quasimonochro-
matic wave groups propagate with a group velocity vy, =cn(w). For ionized
space media, this velocity decreases with decreasing frequency. As a
result, over sufficiently long distances, the high-frequency wave groups
precedethe low-frequency groups, and a characteristic 'time sweep"
of the spectrum is obtained. The importance of this effect in connection
with solar radio bursts with frequency drift was discussed in /6/. A
similar effect relating to the propagation of radio waves in interstellar
media was discussed in /2/. The problem was also considered in /3,4/.%

* This effect was first discovered in observations of pulsars — pulsating radio sources.
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The delay of a wave group of frequency w,; relative to a wave group of
frequency o, can be found from the relation

AF(0) — 0) = —— = (2.4)

en (@) en(@p)

If the frequencies w;, oy are far from the critical frequency o, at
which n(o.)=0 (this condition can be written in the form n<1), the delay

is expressed by the formula

2me? ol -0l —
At (0, — @) ~ — st N L. (2.5)
m w0,

This expression is conveniently rewritten taking w,; and w. in the form

where @, is the mean frequency of the signal. Then

At(he) =ZE Aoy oy, (2.8)
mec

wl)

The delay At for space media for various Aw and o, is listed in
Table 2.2. We see from the table that the delay may reach considerable
values., What does this lead to ?

T'o answer this question, we have to consider the conditions of reception
of the signal shown in Figure 28. Suppose the receiver band Awwc 2 Aw,

i. e., the receiver is capable of receiving the full intensity of the entire
spectrum of the signal Aw. For simplicity, we take E(0)=const in the

entire frequency band Aw. Clearly, if Af(Aw) <P, no significant distortions
will be introduced in the received signal. If, however, Af~P (Figure 29,a)
the signal is markedly distorted. The high-frequency spectral compo-
nents of the signal are the first to be received. The low-frequency
components are delayed and the signal "spreads."

If At>>P(Figure 29,b), the pulses are completely blurred into a
continuous emission from the source (its intensity is much less than the
peak pulse power).

The true signal shape in principle can be restored by an appropriate
correction in the receiver or in the processing stage. The unfortunate
fact, however, is that we do not have the actual numerical values of the
parameters of the media propagating the pulses from outer space.

The periodicity can be "caught" (for Af3>P) by narrowing the receiver
band Ao, to such an extent that Af(Aw,.d) <P. This procedure, however,
will lead to substantial losses of the receiver sensitivity (which is

A )2
proportional to (:)—m“c) , a factor not to be trifled with in the reception

of signals from outer space. Moreover, the narrower receiver band
will have an adverse effect on the rate of information transmission (see

Chapter III).
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TABLE 2.2. Lag time for wave groups, in sec (Galaxy, Metagalaxy)

5-10® (the limit for interstellar distances)

Aw = 0 5w, Aw=0.lg, l Aw= 10_30)0 Aw = lo_sm0
100 0,25 5.107% 5.107" 5.107°
100 - 25 5 5.107° 5.107*
108 2,5- 103 500 5 5.1072
107 25 10° 5. 104 5.10° 5

5.10%

Ao =0 5, l Aw=0 1o, I A= 10'3(00 AW = 10"50)0
1010 25 0.5 5.107° 5.107°
10° 250 50 0.5 5.107°
108 25-10* 5.10° 50 0.5
107 25.10° 5. 10 5.103 50

2 -10% (the limit for intergalactic distances)

A® = 0,50, lAm=|o‘3w° A® = 10-%0, Au)=-10_7mo
101° 10? 02 2.107° 2.107°
10° 104 20 0.2 2.107°
108 108 2. 104 20 0.2
107 108 2.108 2.10% 20

7
g )
Mmoo
[ 1 ! [,
4
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FIGURE 29. Distorted pulses:

a) the case At~ P; b) the case \/ > P,

TABLE 2.3. Minimum pulse length (seconds)

N,
m 5-10% 5.10% 5.10% 2.10#
10t° 25-107° 8-10~° 25107 5-107°
10° 8- 107 25.10"° 8.107° 15-1077
10° 25-107° 8.107% 0.25 05
107 8-1072 25 8 15
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The group lag effect imposes certain restrictions
on the permissible pulse length P. To avoid the
highly undesirable significant distortions which
we described above, we have to ensure the inequality
Al(Aw)<P. The minimum values of P prescribed by
this requirement are listed in Table 2.3.

Radio waves propagating over large distances
in the intergalactic medium may also show a ''red
shift." The red shift has an "unfavorable' effect,
lowering the frequency of the propagating radiation.
The distortion effects are therefore enhanced for
propagation over very large distances.

The distortions introduced by the space medium
into other types of radio signals (frequency or phase
modulated signals) should be considered separately.

Analysis of the data in Tables 2.2 — 2.3 stresses the advisability of using
the shortest wavelengths in the radio spectrum for long-range interstellar
communication.

The effect of radio wave propagation conditions in the space medium
and in the Earth's atmosphere on the apparent angular size of the radio
gsource has been discussed in /5/. If the propagating medium is in-
homogeneous, the wave front is distorted on passing through this medium
(Figure 30). The amount of wave front distortion is determined by the
deviation of the wave phase from the unperturbed value. Proceeding from
some model considerations (e.g., the size of inhomogeneities, the
mechanism of wave scattering by the inhomogeneities, etc.), we can
arrive at an average statistical estimate of the integrated distortion
acquired by a wave on passing through an inhomogeneous layer of a given
thickness. The mean square phase deviation from the unperturbed value,
$?, was calculated in /5/ using the expression

FIGURE 30. Wave front dis-
tortion.

My, g —
3=l Em, (2.7)

where [ is the path length of the wave in the inhomogeneous medium, J is
the mean inhomogeneity size (it is assumed that ¢>1), 4 is the wavelength,
An? is the mean square fluctuation in the refractive index of the medium.
Using the geometrical optics approximation, we can obtain an expression
for the deviation angle ¢ of the beam from the original source — observer
direction. We have

&% = An'h - B2 (2.8)
The spreading of the angular diameter of the source to ¢ will be observed
in the far zone of the scattering region fi.e., at distances of the order

R~ l;-‘;i). Tables 2.4 and 2.5 show that for 2> 1, this condition is not

satisfied on the Earth. The Earth-bound observer is located in the near
scattering zone of the space inhomogeneities. In this case, the distortions
introduced by the medium in the size of the source are determined by the
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II. EFFECT OF SPACE MEDIUM ON PROPAGATION

relations between Y&, the angular size of the inhomogeneities
Va? (a=i[i-), and the antenna size D.
The values of V&, V&2 for various media are listed in Table 2.5.

1/5—‘>%E—2 >d

FIGURE 31. Deviation of light rays propagating through an
inhomogeneous medium.

If V&> V&, an antenna for any diameter will receive rays which have
covered a distance greater than the correlation radius (as determined by
the mean inhomogeneity size), and the source will expand to the full angular
size ¢ (Figure 31, a).

TABLE 2.4. The parameters of space media used for the calculations in Table 2.5

Medium 1 [, em d, cm &n? N,

. — = - . e
Troposphere 1.5 10° 6 10° 0.5-10°° -
lonosphere 4- 107 2. 10° 4.5 10722

Ecliptic plane 104 10° 4.5 107137 102
Interplanetary [ Toward the 0.5-10" 10° 0.5+ 1071237 20
pole
Galactic plane 6.10% 310" 4.5- 101432 3-1072
Interstellar { To the Galactic 6-10% 3-10% 4.5-10 "M% 3.107%
pole
Intergalactic B 10% 1072 4.5 107137 10-°

If Va?<« V&2, the effect will vary depending on the relation between
D and d.

In a filled-aperture antenna of size D>d (Figure 31, b) the phase
fluctuations produced by inhomogeneities cause a loss in the effective
area and broaden the beam angle.

For antennas of size D«d (Figure 30), refraction effects are observed,
which shift the apparent position of the source throughthe refractionangle.
As a result, the source coordinates are measured with a certain error.

A5



TABLE 2.5.

EXTRATERRESTRIAL CIVILIZATIONS

Distortion of point source image

Space medium o rad® Y&, rad &
In::liii:my Ecliptic plane | 1.4-10%A% 4-107%% 1078
Polar 0.28 % 1.7~1o'“’77~2 2.107*
Interstellar Galacticplane| 2.5-10"°A% | 1.7-107"a? 5- 107'5
medium Polar 2.5-10442 | 1.7-10712A2 5:107°
Intergalactic medium 1.4-10%42 ; 1078

1.2-107832

Range of wavelengths

where

@ > 1

Vo< Ve

P >1

Var< Va2

entire spectrum
A>2cm

entire spectrum

entire spectrum

entire spectrum

A <l6ecm
4<3.5-10%cm
A<5.5-10%cm
entire spectrum

entire spectrum

In these calculations, the possible motion of the inhomogeneities should

be taken into consideration.

certain velocity v, the source will "shimmer" with a period

Scattering effects thus limit the resolving power of antennas.
are two alternatives: either the source expands V?>V&7) or the
scattering has an adverse effect on antenna directivity (V& < V&, D>d).

Table 2.5 lists the wavelength region for the various space media

where the conditions ¢*>1, V&<« V&® are satisfied.

If the inhomogeneity clouds move with a

(2.9)

There

The interplanetary

medium evidently introduces considerable distortion in the angular size
of the source.

/”-/

Y7k

/4

Jmm

FIGURE 32.

Limiting antenna resolution.

Figure 32 plots curves of the limiting antenna resolution derived with
Filled -aperture

allowance for the effect of scattering in space media.
antennas are very limited in terms of resolution.

The maximurm resolving

power is attainable only using radio interferometers (at wavelengths
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II. EFFECT OF SPACE MEDIUM ON PROPAGATION

shorter than 10 cm). This again stresses the advisability of using the
shortest wavelengths of the radio spectrum in observations.

In conclusion note that the ''reversal’ of the problem of distortions
introduced by the space medium may prove quite fruitful for astrophysical
purposes. If the true dimensions of the source or the parameters of the
variable radio signal from the source can be estimated from independent
considerations, the analysis of distortions introduced by the space medium
may provide highly valuable information on the properties of the medium
itself {material density, size of inhomogeneities, etc.).
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Chapter III

THE POSSIBILITY OF RADIO COMMUNICATION
WITH EXTRATERRESTRIAL CIVILIZATIONS

The topic of communication with extraterrestrial civilizations (EC)
has repeatedly cropped up in the scientific literature /2, 3/ after the
pioneering work of Cocconi and Morrison /1/, who were the first to
establish the feasibility of communication with EC in the electromagnetic
spectrum. There is no doubt that the organization of communication with
EC isanunprecedented technical problem, whose specific requirements cannot
be fully appraised at this stage. On the other hand, it seems that any
communication system, including the system of communication with EC,
would satisfy certain general requirements which follow from the general
laws of information transmission. The study of these laws is the subject
of the information theory or the general theory of communication. We will
therefore start our review with a discussion of the principal elements
of the general theory of communication, which will prove useful in the

following.

§1. ELEMENTS OF THE GENERAL THEORY OF
COMMUNICATION

Structure and fundamental characteristics of a com-
munication system

The aim of any communication system is the transmission of certain
messages. The messages may constitute text written using the letters
of a certain alphabet (as in telegraph messages) or sounded verbally
(telephone, radio). The message may also constitute an image of a
certain object (phototelegraph, television) or an algorithm to be trans-
mitted to an automatic control system. Any of these messages can be
represented as a succession of digits or as some continuous time function
x(t) .

Messages are transferred by a communication system using certain
agreed signals. In the present chapter we will only consider systems
employing electrical signals.* An electrical signal is a time-variable

* In a more general treatment of communication, when we are dealing with such systems as biological
population, biclogical evolution, etc., the basic concepts of message, signal, and information require
a new, more precise definition. However, after an appropriate generalization of these concepts,
the basic propositions of the theory of electrical communication prove to be valid for a larger class
of communication systems.
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111, RADIO COMMUNICATION WITH EXTRATERRESTRIAL CIVILIZATIONS

electrical magnitude (voltage, current, field strength) and, like the message
itself, it can be expressed as a certain function of time. The signal re-
flects the message in the form of an electrical disturbance. The trans-
mitted message must be reconstituted from the received signal.

Source of
noise

FIGURE 33. A generalized communication system:

1 — message, 2 — signal, 3 — noise, 4 —signal + noise 5 — received message.
The part of the block diagram enclosed in the dashed rectangle is the communi-
cation channel.

A block diagram of a generalized communication system is shown in
Figure 33. The message from the information source, or the sender, is
delivered to the transmitter which transforms it into a signal sent through
the communication line. The communication line is an electromagnetic
wave channel, or, in other words, the medium propagating the signal
from the transmitting end of the system to the receiving end. The line
may comprise two conducting wires, a coaxial cable, a waveguide, or
the unrestricted part of space in which radio waves propagate. Thus,
for short-wave radio communication, this is the spherical layer between
the Earth's surface and the ionosphere. In directional radio transmission,
the communication line is the part of space inside the solid angle subtended
by the receiving antenna.

A signal propagating along the communication line may experience
distortion and may be intermixed with noise. Distortion is generally
described as those changes in the signal which are caused by known
characteristics of the system. In principle, these distortions can be
corrected, and we will not have to analyze their effects.* Noise, on the
other hand, is random and cannot be fully corrected. Random noise is of
the greatest importance for the actual performance of a communication
line.

Atthereceiving end oftheline, the electrical message is picked up by
a receiver, which constitutes the original message by an appropriate
transformation of the received signal. Mathematically, the action of the
receiver is the inversion of the transmitter action. The part of the system
including the transmitter, the line, and the receiver is generally designated
as the communication channel.

Distortions experienced by a signal propagating in the interstellar medium were considered in Chapter I,
Note that when propagating in a medium with randomly changing properties, the signal experiences
random distortions which cannot be corrected. An example of such random distortions is the scintillation
of stars and radio sources. The same effect causes a definite broadening of the angular dimensions of the
sources (see Chapter ID).
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In an ideal communication system, free from noise, the received
message is identical to the transmitted message. In real noisy systems,
however, this is never so. The degree of identity of the received and
transmitted signals characterizes the reliability of the communication
system. The reliability depends on the ratio of the signal power to the
noise power in the communication signal. As a rule, the reliability
falls off with distance. The maximum distance over which a certain
reliability is still attainable is known as the communication range.

This parameter is naturally of the greatest importance in systems of
comrmunication with EC.

Another important characteristic is the transmission rate of the
communication channel, i.e., the quantity of information that can be
transmitted by the given communication system in unit time. The
transmission rate characterizes the information content of the transmitted
message. However, the system does not ''distinguish" between important
and trivial messages. Thus, to send a telegram consisting of 100 symbols,
the system should always meet certain fixed requirements (transmission
time, frequency band, signal power, etc.), regardless of the importance
and the content of the message. The concept of information in the
general theory of communication is therefore devoid of any qualitative
meaning, and should be treated as a pure quantitative concept.

Quantitative definition of information

How are we to define information? Consider the transmission of a
sequence of four -digit decimal numbers. These are either numerical
values of some physical magnitude or four-letter words written using
a ten-letter alphabet. Suppose we are transmitting a certain word M.
What is the information content of our message? The total number of
four -digit numbers or possible messages is N= 10%, By transmitting
our message, i.e., a particular number M, we have made a definite
choice out of the available total of N=10% The number N of the
available choices characterizes the uncertainty of the outcome prior to
the transmission. This number N is also used to characterize the
information content of the particular message. The higher the initial
uncertainty which prevailed before the transmission, the higher is the
quantity of information contained in the message, and conversely: the
lower the initial uncertainty, the lower is the quantity of information
in the transmitted message. If the quantity of information is designated
Q, we may write

Q=QW), (3.1)

where @ is a single-valued monotonically increasing function of N, From
this definition we see that if N=N,, then

Q=Q(N)=Q(Np)=Q, (3.2)
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The four-digit decimal number M can be expressed in a binary, ternary,
or any other number system with some base g. ThenVN, =aM, N,=af",
where m is the exponent of the number M (for a whole m, this is simply
the number of digits needed to express the number in the given system).
Condition (3.1) thus takes the form

Qi=Qs if al"=a5". (3.3)

In this form, it simply means that the quantity of information contained
in the number M is independent of the particular system used to express
this number.

The next condition to be met by our definition of information is that if
we take different numbers expressed in the same number system, the
information content of each number will be proportional to the number of
digits (i. e., a six-digit decimal number 145876 contains double the in-
formation of the three-digit number 963 and three times as much informa-
tion as the two-digit number 25). Thus,

Q =vym, (3.4)

where y is a proportionality coefficient.

In application to the problem of information transmission through a
channel, this means that the quantity of transmitted information increases
linearly with transmission time (indeed, to transmit six digits, we need
double the time to transmit three digits). Thus, a two-minute trans-
mission is in general (other conditions being equal) more informative than
a one-minute transmission.

It can be shown that conditions (3.1) — (3.4)* define a unique function

Q =log,N=mlogsa. (3.5)

This definition was first advanced by Hartley /4/in 1928 and ithas beenused
since with excellent results in the theory of communication.

The base b of the logarithm in (3.5) is arbitrary. The choice of this
base corresponds to the unit of information measurement. Taking b»=2,
we obtain the quantity of information Q in binary units, or bits. This
unit of information, corresponding to the lowest possible base of a number
system, may be adopted as the basic unit of information measurement.

It is widely used in applications.

Let us now determine the information content of our four-digit decimal
number M. Taking m =4 anda= 10, we find Q = 410gz10 = 13,3 bits.
Similarly, the quantity of information in a five-letter word from a 30-
letter alphabet is 5 logy30= 24.6 bits, and a text of 100 words with an
average word length of 5 letters contains about 2460 bits of information.
For a=b=2, Q=m bits, i.e., the quantity of information, expressed
in bits, contained in a number M is equal to the number of binary digits
required to express this number in a system with a base 2 (for whole m,
naturally),%*

* Since conditions {3.1) — (3.3) are not independent, any two of the conditions are sufficient for a single-
valued definition of Q, e.g., (3.1) and (3.4), (3.2) and (3.4), or(3.3) and (3.4).

If m is not a whole number, M isexpressedusing m binarydigits, where m, is the nearest whole number
tom, mi>m=Q.
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The above definition applied to discrete messages. However, a con-
tinuous function of time can be represented with any desired accuracy by
a set of discrete quantities, and this definition is therefore quite general
for the purposes of cormmunication theory.

Let us now consider the various techniques whereby a message is
transformed into a signal.

Transformation of a message into a signal. Forms of
modulation

A signal is transmitted as a direct current, electromagnetic oscillations
of high frequency, or a periodic train of pulses. When a signal is trans-
mitted down a communication line, one of the line parameters varies in
accordance with the transmission function x(¢).

Direct current is characterized by two parameters: the magnitude
and the direction of the current. By changing one of these magnitudes
in accordance with x(f), we obtain an electric signal which may propagate
along the communication line {e.g., as in the transmission of Morse-
coded telegrams). However, since direct current will propagate only
through wires, this method of transmission is of no consequence for our
problem.

The signals in radio communication are high-frequency electromagnetic
oscillations which may propagate freely through the vacuum. Sinusoidal
oscillations are characterized by three parameters: the amplitude, the
frequency, and the initial phase. By altering one of these parameters in
accordance with the message function, often called the modulating function,
we obtain a modulated electromagnetic signal of high carrier frequency.
We thus distinguish between three different forms of modulation,
corresponding to the three parameters of the carrier: amplitude
modulation AM, frequency modulation FM, and phase modulation PM
(Figure 34a). The modulated signals are demodulated in the receiver
to reconstitute the modulating function x(f), which is the message.

If the signal is transmitted by a periodic train of pulses, we obtain
four types of pulse modulation corresponding to variation of the pulse

height 4, pulse duration tv, and pulse recurrence frequency v0=TL (7 is

the time between two successive pulses): these are the pulse-amplitude
modulation, PAM, the pulse-duration modulation PDM, the pulse fre-
quency modulation PFM, and the pulse position modulation PPM (Figure
34b). In a number of cases repeated modulation is used: the pulse train
is modulated by the message function, and the modulated pulses are then
used to modulate a high-frequency carrier (Figure 34c). This provides
a new modulation technique, high-frequency pulse modulation HFPM, in
which the height, length, frequency, and phase of pulses remain constant,
and only the duty cycle is altered (Figure 34d).

An important variety of pulse modulation is the transmission of coded
messages. We will consider this type of modulation after becoming better
acquainted with some properties of signals.
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a) Carrier modulation b) Pulse moduiatiui
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c) Repeated modulation
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d) High-frequency pulse modulation HFPM
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FIGURE 34. Formation of electrical signals by modulation:

x () is the message function or the modulating function, AM amplitude
modulation, FM frequency modulation, PM phase modulation; PAM
pulse-amplitude modulation, PDM pulse-duration modulation, PFM
pulse-frequency modulation, PPM pulse position modulation.

Physical characteristics of signals

A signal canbe characterized by the following three parameters: signal
duration, the dynamic range, and band width.

Signal duration is the simplest characteristic. Its practical importance
is self-evident: the longer the signal, the longer it takes to transmit it and
the longer the lines remains engaged.

The dynamic range is defined as the ratio of the maximum instantaneous
signal power (the so-called peak power) to the minimum signal power.

The dynamic range is measured on a logarithmic scale and is expressed in
decibel. One decibel (1 dB) is equal to 0.1 on the logarithmic scale;
therefore if n is the ratio of the measured quantities on the linear scale,
the same ratio in dB is equal to 10 logn. Signhals where the peak power

is double the minimum power have a dynamic range of 3 dB; a dynamic
range of 10 dB corresponds to a maximum-to-minimum ratio of 10, 20 dB
to a ratio of 100, 30 dB to a ratio of 1000, etc.

The choice of the minimum signal power is determined by the noise
level. To ensure a reliable reception, the minimum signal power should
exceed by a certain factor the mean noise power P, (Pun=aP,). High-
quality transmission of speech by amplitude modulation requires Ppy
exceeding the mean noise power by 60 —70 dB. The quantity Puym=aP,
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isknownasthe threshold signal power. Thedynamicrange, relatedto
the threshold power, is often replaced by the ratio of the mean signal power
to the mean noise power P;/P,. This ratio is briefly called signal-to-noise
ratio or signal/noise ratio. Both the dynamic range and the signal-to-noise
ratio characterize the signal power relative to the noise power, and not
the absolute power. What are the factors determining the threshold power?
Suppose we wish to transmit a certain message, which expresses the
value of the function x(f) at the time f,. We may use one of the pulse
modulation systems, e.g., the pulse-amplitude modulation, and send a
pulse of height x(#)=x, along the communication line. In the case of an
ideal noise-free channel, this pulse is received without distortion at the
receiving end of the communication line, and the original message x(f)
will be recovered from the pulse amplitude x;. In a real channel, the
signal is mixed with noise, and the received pulse amplitude is therefore
xo+E where & is the noise amplitude (positive or negative). Suppose we
are interested in recovering the message with an accuracy of 0.001, i.e.,

the relative error is %ﬂ: 0.001. To this end, we should have
]

181< 5 Axp. (3.6)

If |¢| =const, i.e., the noise is constant, this condition is satisfied
when ¥, > 2000 |§] or P, =x}>4-10%%=4.10°p . In other words, the
signal must be a factor of four million more powerful than the noise level
(66 dB). This is the threshold signal power for the PAM transmission
of the instantaneous value of x(f) with an error not exceeding 0.001.
This case of constant-noise communication is trivial: constant
noises are easily corrected. The main difficulty is that the real noise
is a random function which cannot be corrected. Random noise, in
general, may take on arbitrarily large values, although the probability
of this event is low. To determine the threshold power in the presence
of random noise, we have to find the probability that the noise does not

1
exceed 5 Axo, i.e., the probability that condition (3.6) is satisfied. If

we are dealing with Gaussian noise, i.e., noise with normally distributed
amplitudes, the sought probability is

Po(|§|<%AXO)=®(2$§0)=(’D(Z’): (3.7)

and the probability of error is
p=1l—p=1-D(), (3.8)

where ¢ is the parameter of the Gaussian distribution, ¢=VE=}P, and @
is the Laplace function, or the probability integral. This integral has been
tabulated in detail, and the sought probability can be extracted from the
corresponding table. For Axe= 100, the probability of error is of the order

of 1078 and then it falls off rapidly as % increases. For most practical

problems, the reliability corresponding to an error probability of 1076 is
quite sufficient. We can thus ensure reliable transmission (in the above
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sense) with signal reproducibility of % =0,001 if x,=1000 Ax,=10% and
P
7> = 10%,

We have considered the determination of threshold power in the simplest
case of message transmission by a single pulse. The results, however,
remain valid for any complex electrical signal x(f). In the general case, x
is to be interpreted as the minimum signal amplitude (x2=P ).

Note that for a given dynamic range and given minimum signal power,
the minimum power is also well determined. As the mean power is
reduced, the communication becomes unreliable. Thus, besides the
minimum threshold power Pyn=aP., we can also speak of thethreshold
mean power of the signal. Later, when dealing with the transmission
of continuous functions by pulsed signals, we will show how to determine
the threshold mean power for certain types of signals (PCM with an
arbitrary code base). Now we will consider the spectral characteristics
of a signal.

Any periodic function x(t) of period T can be written as a sum of
harmonic vibrations of multiple frequencies (a Fourier expansion):

x ()= i C €08 (04! + @p). 3.9
P (3.9)

Each component (harmonic) of this expansion is a sinusoidal vibration of
frequency wy, amplitude ¢,, and phase ¢x. The frequencies of the
individual harmonics are integral multiples, and are related to the period

of the function by the equality e, ==# ETE (k=1,2,3,...). The lowest

frequency is o, = 2 and this is also the difference between the frequencies

7
of any two successive harmonics. The values of ¢, and ¢, depend on the
form of the function x(/). The set of the coefficients ¢, form the amplitude
spectrum, and ¢, the phase spectrum. Such a spectrum, consisting of
individual discrete values, is known as a line spectrum. As the period
increases, the spacing between the lines decreases, and in the limit for
T— oo (i, e., a nonperiodic function), we obtain a continuous spectrum
(Figure 35). Mathematically, a continuous spectrum is expressed by

a Fourier integral.

Knowledge of the amplitude spectrum and the phase spectrum
completely defines the function x(f{}. Therefore, any process may be
described either by defining the appropriate time function or by specifying
the spectrum, which is a function of frequency. Both the time and the
frequency representations are equivalent.

All the signals encountered in practice are bounded-spectrum
functions. This means that they do not contain frequencies below some
minimum frequency v; and above some maximum frequency va.

They occupy a finite frequency band from v, to vo. The band of fre-
quencies filled by the spectrum of the signal defines the signal banrd
width Av=v,—vi. This is a highly important characteristic of the signal.
In transmission along a communication channel, the signal frequency
band may shift toward higher or lower frequencies in the spectrum.

o
&
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However, the band width Av remains unchanged by this shift.* The frequency
shift is very useful in radio engineering, e.g., in superheterodyne re-
ceivers. The application of this effect in communication systems makes
possible simultaneous transmission of numerous messages along a single
communication line, by using different frequencies.

The greater the band width Af of the communication line, the higher
is the number of signals with a given band width Av that can be transmitted
simultaneously. Each signal is associated with a certain message,
characterized by a definite quantity of information. We thus conclude
that the rate of information transmission through a

certain communication channel is proportional to the
channel band width.
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FIGURE 35.

The spectrum of a periodic pulse train.

The vertical axis gives Sp=¢,T (the product of the amplitude of the corresponding harmo-
nic and the period). The dashed line gives the spectral density of the amplitude of a unit
pulse. As the period is increased, the spacing between the spectral lines diminishes and in

the limit 7 -» oo a continuous spectrum is obtained, which coincides with the spectrum of a
unit pulse.

* In certain stages of the transmission process, the signal band width Av may indeed change. Thus, in FM,
the band width of the signal in the communication line is n times greater than the band width of the
modulating function (n is the frequency modulation index). However, after demodulation, the receiver
reconstitutes a signal with a band width Av corresponding to the band width of the modulating function x(¢).
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Relation of pulse length to pulse band width. Number of
pulses transmitted through a channel of given band width Af

A basic relation exists between the pulse length and the band width of
the pulse spectrum Avy:

T Av = const. (3.10)

It follows from this relation that the band width of a pulse is inversely
proportional to pulse length. The numerical value of the constant depends
on the shape of the pulse. In all cases, however, this constant is of the
order of unity, and for some pulses (e.g., square pulses) it may even be
taken equal to unity.

Equation (3.10) is a very general relation which is valid for any time-
variable process of duration t. Hence it follows that a continuous time
function x(f) with a band width Av and duration Af>Av-'is of necessity a
combination of several individual pulses of various durations 1;<Af, the

shortest of which is of duration t of the order of ‘&]C

ILet us now determine the number of pulses that can be transmitted in
unit time through a channel of band width Af. Let the pulse duration bet, =
The band width of this pulse is Av, =—‘rlT=Af (we took the constant in (3.10)

to be equal to 1). Since the channel band width is equal to the pulse band
width, all the frequency components of the pulse will be transmitted

through the channel and the pulse will be reconstituted without distortion
at the receiving end. The total number of pulses transmitted through the

channel in unit time is —Ti- = Af. Now suppose that the pulse is 10 times
1

longer, 1, = % . The band width of this pulse is 1/10 of the band width of

the previous pulse, Av2=;1—= 0.1 Af. Separating the signals in frequency,
2
we can accommodate in our communication line 10 frequency channels of
width Afeach. Each of these channels will transmit TL =0.1Af pulses in
2

unit time, and the total number of pulses transmitted through all the 10
frequency channels will be Af as before. Finally, let the pulse duration

be 1:3<-A]—f. The band width of each pulse is then greater than Af. The

pulse components with frequencies v>Af are not transmitted through the
communication channel, and the signal is distorted. It may therefore
seem that Af determines the maximum number of pulses which are
transmitted without distortion in 1 sec through the communication channel.
However, this is not exactly so; a more rigorous treatment shows
that the maximum number of pulses is double this quantity, being equal
to 24f.

Indeed, let an ideal frequency filter with a pass band Af be mounted
at the entrance to the communication line. At the time (=0, a brief pulse

(1: <Aii) of arbitrary shape is delivered to the filter input. After passing

through the filter, the pulse becomes blurred and its shape is described by

the function
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£ () =xo =57

sin 2 Aft (3.11)

where xo is the amplitude of the original brief pulse. The properties of
this function are responsible for the fact that the communication channel
is capable of transmitting every second a number of pulses equal to double
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FIGURE 36. Illustrating the determina-
tion of the number of pulses transmitted
in unit time through a channel of given
band width. After transmission of a
short pulse of arbitrary shape through
an ideal low-frequency filter with a
pass band af, the pulse is distorted to
the shape shown in this figure:

sin 27 Aft
x(Hh=x,

1) 27T Aft

sin 21 Af (_t_-z‘[.ﬁ_f)

2 e ——
) X =x 2.1Ai(t~_,%f)
in 2 af (t—- 2
3) (= \'_vs‘—n i -(—-?Af
21A,v(t—2,f)

The curves correspond to different
pulses with amplitude x. x. x,
which are delivered to the filter input

; i 2
at the times =0, h=gar . B TaF

At the time ¢;, the amplitude of the
i-th pulse (after transmission through
the filter) is x;, and the amplitudes

of all the other pulses are zero. The
combination signal at the time ¢ is
therefore entirely determined by the

amplitude x; of the initial signal.

the channel band width. Function (3.11) is
shown graphically in Figure 36. For ¢=0,
x=xo; for t='[,Af, 2Af, 3Af, .. ., x(£)= 0.
If we now send a train of brief pulses at
equal time intervals Af= '/2Af, we obtain
some combination signal, a sum of signals
of the form (3.11) displaced by an amount
iAft (i=1,2,3...) relative to £=0. This
combination signal has the form

sin 2x Af t——[—
g(t)=2x,_M.

25 Af (1 —Q—’M)

(3.12)

Since each term of this sum is equal to zero
at any of the times ¢;=jAf for j=1,2,3...
except j={ (see Figure 35), the combination
signal at any of the sending times ¢; is
determined only by the amplitude x; of the
corresponding brief pulse. Thus, despite
the distortion of short pulses after trans-
mission through a filter of band width Af,
these pulses following one another at a rate
of 2Af pulses per second will be fully re-
constituted if the pulses at the receiving

end of the line are measured at the same
rate (at intervals Af="/Af).

Transmission of continuous functions
by pulsed signals

A continuous message function x(t¢) of
duration AT={—t, can be represented by
a sequence of discrete values x(7,) taken
at time intervals Af;,. The representation
is clearly of higher accuracy for small
time intervals Afy. The discrete values
of the function can be transmitted through
the communication channel using one of
the pulse modulation systems. If Af is the
channel band width, the maximum number
of pulses than can be transmitted in unit

time through this channel is 2Af. Using a succession of pulses following
one another at this rate, we obtain at the receiving end a time function
#(f) which is expressed by (3.12). In a noise-free channel, the values of
this function at the quantization times f, are determined entirely by the
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values of the original function, ¥(f4) = x(f). The question is, are these
functions equal at any time f, and not only at f,, i.e., are they identically
equal? The fit between the two functions is naturally improved if the
original function varies slowly between the quantization times f,. This
means that the function should not contain very high harmonics. According
to Kotel'nikov's theorem, the two functions are identical if the original
function x(f{) does not contain components with frequencies v higher than
Af, i.e., if the band width of the Avtransmitted function is equal tothe band
width of the communication channel. Kotel'nikov's theorem is highly
significant for the theory and technology of communication, since it
permits converting continuous functions into a train of some discrete
magnitudes for transmission. This theory maintains that a function with

a bounded spectrum Av is completely determined by its values measured

at intervals Aft='/,Av. In particular, a function of duration Af, i.e., a
function which does not vanish only for f{,<{<t;+At, is determined by a set
of 2AtAf discrete values., Thus, the definition of information derived for
discrete messages can be safely applied to continuous functions with a
bounded spectrum.

When continuous functions are transmitted by means of pulsed signals,
the main difficulty is that the function may take on any instantaneous
values, including irrational and transcendental numbers with an infinite
number of significant digits. Theoretically (in a noise-free channel),
these numbers can be transmitted with full faithfulness by PAM or another
suitable technique. In reality, however, reconstitution of the original
pulse with sufficient accuracy (or transmission of a sufficiently high
number of significant digits) in a noisy channel requires an excessively
high signal-to-noise ratio in the communication channel. Therefore, the
next step adopted in the transmission of continuous functions calls for
quantization of the message. To quantize the message, we select from
among all the values of x(/) a set of N discrete allowed levels x1, X;, ..., Xy,
which are distant Ax from one another (the quantization gap). All the
other values are regarded as forbidden. Only the allowed values are
transmitted. If the true instantaneous value of the function falls inside
the interval (x;, xi+1), i.e., takes on a forbidden value, the nearest allowed
value, differing from the true value by less than half the quantization
gap, is transmitted through the channel, This operation is completely
analogous to the rounding -off of numbers; it essentially signifies that
we are transmitting the true values of the function up to a certain number
of significant digits.

The quantized values of the signal in the communication channel are
affected by random noise. The width of the quantization gap should be so
chosen that with a given probability p the noise does not exceed half the
quantization gap. Then the signal can be accurately reconstituted at the
receiving end of the channel, since in this case the signal level nearest
to the noise-distorted value is the same as that fed into the communication
channel. The probability of signal reconstitution error is equal to the given
value p. The reconstituted signal can be again sent through the communica-
tion line, and this procedure may berepeated several times, without affecting
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the reconstitution of the original quantized level. The transmission of
quantized values instead of the true values is equivalent to superimposing
a certain noise 6§, which does not exceed half the quantization gap. This
noise is known as quantization noise. Quantization thus does not free the
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FIGURE 37. Transmission of messages by pulse code:

(a) a continuous message function x (¢); (b) quantized
values of the function; (c) transmission of the quantized
function by binary code; (d) Baudot telegraph code;

(e) Morse code.

signal from noise, but in effect substitutes one kind of noise for another.
The random uncontrolled noise is replaced with an artificial noise — the

quantization noise. The intensity of this noise is not weaker than that of
the undesirable natural noise. However, the advantage of a quantized
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system is that the noise is fully controllable and the accumulation of
random errors is avoided.

Another important advantage of quantization is that it permits trans-
mitting continuous message functions by means of pulse codes. Each
discrete value of the function is expressed by a certain positive number,

i, e., it can be written in any number system in the form of a certain
numerical sequence. The electrical signal corresponding to this discrete
value of the function similarly can be represented as a combination of
individual electrical pulses. The various pulse combinations correspond -
ing to the various values of the message function constitute a certain

code. Every individual combination is regarded as a code combination.
Various elementary signals (pulses) used to construct the code combination
are known as the code elements, and the number of different elements used
in the code combination is the base of the code.

The Morse telegraph code is an example of a ternary code. Its
elements are a short signal, "dot", a long signal, 'dash', and the
absence of a signal, a blank of the same duration as the 'dash'' intended
to separate successive letters. The number of symbols in Morse
code combinations is variable; this is a nonuniform code. The Bodo
telegraph code is a five-digit binary code; its elements are a pulse and an
absence of a pulse, both of equal length. Each message (a letter of the
alphabet) is represented by a five-element code combination (Figure 37).

If @ is the base of the code, m is the number of elements in a code
combination, the total number of code combinations or different values
that can be transmitted by this code is N=am. Quantization makes it
possible to transmit functions using a code with a finite number of elements
m in each code combination, Without quantization, N=o0 and in general an
infinite number of code elements in a code combination will be needed to
transmit the true instantaneous values of the function x(#).

The transmission of continuous functions by a pulse code whose
elements are pulses differing in their height h only is known as pulse-
code modulation.®* In PCM transmission, the signal is first confined to a
limited band width, so that all the frequencies above a certain v, are cut off,
Signal readings are then taken at a rate of 2v, per second. The readings
and quantized and encoded. The number of elements m in a code combina-
tion for a given base a is determined by the required number N of quantum
levels. Thus, in telephone communications, the best sound is achieved for
N=100. Therefore, a seven-digit binary code can be used for the PCM
transmission of telephone conversation (27 = 128). Code groups are
delivered to the communication line. At the receiving end, the pulses
distorted by noise are reconstituted, the code groups are decoded, and a
new sequence of pulses with amplitudes proportional to the initial quantum
values x, %3 ..., ¥y is formed. These pulses, coming at a rate of 2v, pulses
per second, are transmitted through a low-frequency filter with a cutoff
frequency vo, and are then combined to give the original signal.

* Generally, PCM is regarded as transmission of message by binary pulse code. This technique is often used

in practice. However, theoretically, we may consider PCM for any code base.
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Let us find the threshold power of PCM. (Threshold power in this case
is defined as the threshold mean power, rather than Py,.) Consider a code
with a general base a; let Ahbe the difference in the pulse heights cor-
responding to two successive elements of this code. The power of the (-th
pulse is P,=x?=(/Ah)}> and the mean signal power, assuming a uniform

frequency of occurrence of all the pulses, isP = -&I-EP‘-. This power is

minimum if both positive and negative pulses are used to make it up. Then,

a—1
i~

2
p=8L N a Ny, (3.13)

a

a-1

===

To ensure correct reconstitution of noise-distorted signals, the random
noise & should not exceed half the value of Ah(]gl < %Ah). The probability
of this even, as we have seen before, depends on the ratio %. For Ah=10¢

the probability of an error {i.e., an incorrect reconstitution of the pulse)
is 1078, Inserting this value of Ak in (3.13), we obtain the threshold power
P! (a) for a PCM system with a code of base a:

Pla)="F o2 (a~1)=2L (@2 —1)p,. (3.14)

For a given noise power, the threshold signal power increases with the
increase of code base. The maximum threshold power is observed for
a=N, i.e., for ordinary PAM. The threshold power of PAM is

Posy =2 (N?—1) P, ~ N2 P (3.15)

The threshold power in this case is seen to be proportional to M2. For

any other code base a%N, the threshold power is independent of the number
of quantization levels N and is determined by the code base only. For a
given a, there should be m pulses in each code group to encode the quantum
levels (since N=a™). If we reduce the base a, m is increased correspond-
ingly, i.e., the number of pulses transmitted through the line in unit time
increases. PCM thus enables us to reduce the threshold signal power by
increasing the band width of the communication line. The minimum
threshold power is attained when using binary code. In this case P’ (2)=25P,.

Trangsmission rate of a communication channel

We have now reached the stage when the transmission rate of a
communication channel can be determined. On p. 76 we mentioned
that the transmission rate is proportional to the channel band width. The
signal-to-noise ratio also plays an important part in this respect.
Consider a message which constitutes a table of three-digit decimal
numbers. We have a channel of 3 kHz band width and a signal-to-noise

ratio =+ P =25. Using (3.14), we find that for this signal-to-noise ratio
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the code base is a=2, and from the relation N=10%=gm we find m=10, i.e.,
a ten digit binary code can be used to transmit the message through our
channel. A channel with 3 kHz band width will transmit 6000 pulses per
second, or 600 code groups of 10 bits each. The quantity of information
contained in each code group is Q;=31logy, 10=101log, 2= 10 bits. The
transmission rate of the channel is therefore 6000 bits per second. Now
suppose that the transmitter power is increased by a factor of 5, so that the

signal-to-noise ratio becomes Pia =125, If we are using binary code, as
n

before, the channel transmission rate for the given band width (3 kHz) natu-
rally does not change. However, the binary code is not very efficient

for such a high signal-to-noise ratio. The transmission rate can be raised
by using a different code system. From (3.14) we find that for

bBs
Pa
may thus use a five-digit quaternary code. Transmitiing as before 6000
pulses per second, we may now transmit 1200 code groups of five quaternary
pulses each. The quantity of information associated with each code group

is 10 bits as before (3 log,10=>51l0og,4 = 10) and the transmission rate is
therefore 10X 1200 =12,000 bits per second. For ;:5 =825, we may use a
three-digit decimal code, raising the transmission rate to 10X 2000 =

= 20,000 bits/sec. Finally for a signal-to-noise ratio equal to 8105, we
may take a= 103=N, m=1, i.e., transmit using the ordinary PAM (without
coding). Each pulse corresponds to a three-digit decimal number and thus
contains 10 bits of information. A channel of 3 kHz band width may

transmit 6000 such pulses and the transmission rate of the channel will
therefore be 6+ 10* bits per second. The same quantity of information can

=125, we may take a=4. Now from N=10%<gm, we get m=5, We
g

be transmitted for£—5=25, using a binary code and increasing the channel
n

band width from 3 to 30 kHz.

This example clearly illustrates the importance of each factor affecting
the channel transmission rate. The frequency band determines the number
of pulses that can be transmitted through the channel in unit time. The
signal-to-noise ratio gives the base of the code that may be used for
transmission through the particular channel and, hence, the information
content of each pulse. Thus, in binary code transmission, each pulse
carries 1 bit of information, with ternary code each pulse carries 1.6 bits,
in quaternary code 2 bits, in decimal code 3.3 bits, etc. By reducing
the code base, we lower threshold power of the system and at the same
time lower the quantity of information carried by each signal, so that to
ensure a constant transmission rate the band width must be increased.

Let us find the transmission rate of a PCM channel. Let the band
width of the communication line be Af. Then it will carry 2Af=nm
pulses per second, where n is the number of code groups transmitted
each second through the communication channel, and m is the number
of pulses in the code group. The information Q; associated with the
transmission of each code group is Q;=mlogsa, and the total quantity of
information transmitted through the channel in 1 sec is

g=nQ,=nmlog;a=2Aflog,a=Aflog,a% (3.18)
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Inserting a? from (3.14), we obtain

12 Pf(a)}
4=Aflog2[1+m |- (3.17)

This is the maximum transmission rate of a PCM system. If the code

base a is chosen so that P?(a) is the mean signal power in the communication
line, the P?(q)in (3.17) can be replaced by P,. For any other code base b
(2<b<a),

P
2Af<q<Aflog2(l+%P—;). (3.18)

A useful characteristic of a communication system is the ratio Aif,

which characterizes the transmission rate per 1 Hz. The corresponding
values for PCM are listed in Table 3.1.

TABLE 3.1. PCM transmission rate per unit band width

Number of bits per 1 Hz
Code base, a Threshold power # /P, Number of bits per pulse Ai_ Jogs (l +£ _P_s)
f 100 Py
ba 25 1.0 2.0
3 67 1.6 3.2
4 125 2.0 4.0
5 200 2.3 4.6
6 292 2.6 5.2
7 400 2.8 5.6
8 525 3.0 6.0
9 666 3.2 6.4
10 825 3.3 6.6

The PCM coding system is not optimal. The transmission rate
expressed by (3.17) therefore does not realize the full potential of the
communication system. Shannon /5/ has shown that there exists some
coding system, which in general may be quite complex, for which the
transmission rate can be raised to

q=Af}og2(1+PL;). (3.19)

This coding system is termed ideal.
Shannon's equation (3.19) described the maximum transmission rate of

a channel of given band width Af and given signal-to-noise ratio -;i. No
n
communication system, however compler and sophisticated, will transmit
information at a higher rate for the same Af and Fpi. Shannon's formula thus
n

establishes the limiting relation between the basic parameters of a com-
munication system, systems of communication with extraterrestrial
civilizations included.
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7o Figure 38 plots the rate of information
gy - / transmission per 1 Hz, qu" as a function of
o7
5 / the signal-to-noise ratio in a communication
/4 pJ channel for an ideal Shannon system and
o 4 for PCM. The ideal coding system ensures
I / 2 a gain of 8—10 dB in power compared to
% 7 f—o the PCM. Moreover, the PCM has a sharp
%2 / z threshold power P?(a), _determined by the
= assumed error probability. Both the
7 threshold power and the associated numeri-
_\J cal coefficient before —l”_);:_ in (3,17) change
_szignal—//nﬂoise fmo'/is 4 when the error probability is changed.
For P, <P (a), information cannot be
FIGURE 38. The transmission rate of a transmitted with the specified reliability
communication channel. (the specified error frequency). An ideal
The solid curve corresponds to Shannon'’s system does not have a clearcut threshold
ideal system. The dots refer to PCM power. It may operate for any P,
with positive and negative pulses for ensuring reliable transmission of informa-
error frequency of 10°%; the numerals tion according to (3.19) with any arbitrarily
next to the PCM dots correspond to the small error probability. In particular, for
code base. P,

P, = 3, g= 2Af, i.e., the ideal system

has a transmission rate equal to the transmission rate of a binary PCM

system (for a threshold signal-to-noise ratio % = 25). For {—s =1,
n n

g=Af for the ideal Shannon system, and then it rapidly decreases,

reaching zero for PL; = 0. Finally, for P, —» 0, gni —> o0 and ¢ also goes

to infinity, i.e., the rate of information transmisgsion through a noise-free
channel can be made arbitrarily large. This is also true for PCM. In
practice, this feature can be realized in PCM systems by using a code with a
very large base a. Indeed, any text may be represented as a number with
sufficiently numerous significant digits. This number can be transmitted
through a noise-free channel as a pulse of appropriate height.

Let us consider the dependence of the maximum transmission rate of
a channel on band width. The P, entering Shannon's formula (3.19) depends
on the band width. In most practical cases, we may take

Py=Py. A (3.20)

Here P, ,, i8 the noise power per unit frequency interval, called the
specific noise power. mserting P, from (3.20) in (3.19), we find

q=Af10g2(l+—Ef—;Xf—). (3.21)
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If we takeAf, = PP° , i.e., define Af;as the band width for which the noise
n.sp

power is equal to the signal power, we may write (3.21) in the form

g A Af
Afs ~ Bf, 1°g2(1 + Afo)‘ (3.22)
Figure 39 shows - as a function of -5,
A [ Afﬂ

As the band width increases, the transmission rate rapidly grows up
to a point where the signal power becomes comparable to the noise power
(for Af=Af,). After that point, the growth of the transmission rate is slowed
down, and for Af— oo, it goes asymptotically to the transmission rate for

Af=Af, multiplied by log,e = 1.443.

Ve =—g====- ===|7447

8

S

Bits per sec/Hz

7 2z 7 4 d5df

FIGURE 39. The transmission rate of a communica-
tion channel as a function of the band width. Af,
is the band width for which P, =P .

§ 2. RANGE AND INFORMATION CONTENT OF INTER-
STELLAR COMMUNICATION

The optimum communication frequencies

We have considered some applications of the general theory of com-
munication, and now we can proceed with a discussion of the problem of
communication with extraterrestrial civilizations. The main difficulty
of setting up a system of communication with extraterrestrial civilizations
is that different elements of the system belong to different "subscribers,"
and we have no advance knowledge of the type of instruments they are using.
As a result, every subscriber, whether on a transmitting or a receiving
end, should see to it that the signal transmission and reception devices
ensure reliable radio communication despite this intrinsic uncertainty.

In this general formulation, the problem includes the various aspects of
coding, call signals, signal detection (including the criteria of artificial
origin of signals), and signal decoding. Some of these topics are considered

elsewhere in the book.
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A schematic diagram of an interstellar radio-communication system
is shown in Figure 40. The message from the sender (EC-1)is delivered
to a transmitter, which converts it into a sighal, and the signal is then
radiated into the outer space by the transmitting antenna «l,. At the
receiving end of the comimunication line, the radio waves are picked
up by a receiver antenna A and the electric signal is directed to the
receiver where, after various transformations, the original message
is reconstituted.

Message Signal !—'4’ _____ '—lf_'l 2
r—' I Trans-l ignai E‘ . | Recei
EC-1 mitter | 4 : 7 Line £} | > ver EC-3
|
Lo ? A

FIGURE 40, A diagram of a sys'em for interstellar radio communication.

A, — transmirting antenna, .1, — receiving antenna, [/, — transmitter
power, P — antenna radiation power, i~ -pecial flux density at observa~
tion point, P/, — signal power at receiver input.

The communication line is the common element of the system joining
the two '"subscribers.'" In interstellar radio communication, the line
comprises the part of the outer space between the transmitting and the
receiving antennas {(the interstellar medium plus the corresponding planetary
atmospheres) where the radio waves propagate. The line parameters
depend on the conscious activity of the '""subscribers,' as well as on certain
objective factors, such as radio wave absorption in the interstellar medium.
We have seen in Chapter II that the absorption coefficient of the interstellar
medium increases with the decrease in frequency. Over large distances
(of the order of the galactic diameter), the interstellar medium is virtually
opague at meter wavelengths. This automatically limits the range of wave-
lengths for interstellar communication: because of strong absorp-
tion, interstellar communication is unfeasible at fre-
quencies shorter than 1 MHz.

Another important objective factor is the noise in the communication
line. The various noises can be divided into two groups: instrumental
noise and background noise, Instrumental noise is controllable and it can
be reduced to a comfortably low level., Background noise is determined
by the radio emission of the planetary atmospheres and the radio waves
originating in the outer space. Atmospheric noise in principle can be
eliminated by mounting the antennas at an appropriate distance from the
planetary surface, e.g., on artificial satellites. Noise associated with
radio waves from space is intrinsically unavoidable.

Another source of intrinscially unavoidable noise are the quantum
fluctuations,* associated with the quantum nature of the electromagnetic
radiation.

*  Not to be confused with quantization noise (§1).
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Background noise and quantum fluctuations determine the optimum
frequency range of electromagnetic waves for interstellar communica-
tion. This problem was analyzed in some detail in Chapter I. We have
seen that the optimum frequency range for the purposes of
the search for call signals of extraterrestrial civiliza-
tions is confined to the region of minimum background
noise (A = 10—50cm), and for reception of meaningful
messages to the region of minimum sky brightness
temperatures. The last condition is satisfied for a very
wide range of frequencies, from decimeter to sub-
millimeter waves.

The choice of the exact working frequency band in the optimum fre-
quency range requires a separate discussion. This topic was also
analyzed in Chapter I, where we derived an expression for the optimum
distribution of the transmitter energy in the spectrum, needed to ensure
maximum information transmission rate. For moderate quantities of
information, the question of the transmission rate is not particularly
acute, and the frequency band may be taken fairly narrow. In this case,
we are faced with the problem of frequency scanning in our search for
signals., Cocconi and Morrison /1/ proposed using the frequency of the
hydrogen radio line at 21 em (v= 1420 MHz) or one of its harmonics.
Similarly, the frequency of the hydroxyl OH radio line at 18 cm can be
used. Troitskii /6/ suggested that the search should be conducted near
the radio lines of individual molecules used in masers (the 1.25 cm
ammonia line and the 0.4 cm formaldehyde line).

Range of communication

An important parameter of a communication line is its length or extent.
Since to first approximation we may assume that the civilizations are
uniformly distributed in space, the number of probable subscribers and,
hence, the probability of establishing communication is proportional to the
cube of the communication range. What factors determine the communica-
tion range? The first step is to define exactly the concept of communication
range. We are dealing with two problems: detection of EC signals and
reception of meaningful messages. Accordingly, we will discuss the
range of detection and the range of communication for the
reception of meaningful messages. Before any meaningful information
can be received, we have to detect the EC signals. However, the expres-
sion for the range of communication is simpler to derive, and we will
therefore start with this concept.

The range of communication is equal to the maximum distance over which
the communication system is capable of transmitting and receiving informa-
tion with a given reliability (a given error probability). Over greater
distances, the signal power falls below the threshold value, and the signal
cannot be reconstituted with the required reliability.

Let us now derive an expression for the communication range. Let P
be the power of the EC-1 transmitter, Af,; the frequency band of the trans-
mitter, n the efficiency of the transmitting antenna. The power radiated
by the antenna is then Py=nP,. If this power is radiated isotropically,
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i. e., uniformly in all directions, the radio flux at the observation point
at a distance R is

P
FyAh =2 %r- (3.23)

Here F, is the spectral energy flux density, or the energy flux per unit
frequency band.

Real antennas arenot ideally isotropic: they have certain directional
properties. The directional properties of the antenna are characterized
by its directivity pattern or diagram. The directivity pattern of the
transmitting antenna is a polar diagram which plots the energy flux
radiated by the antenna in various directions., Figure 41 shows the
directivity pattern of a reflector antenna. Almost the entire energy is
radiated by this antenna within a certain small solid angle accommeodated
by the main lobe of the pattern. If the antenna has a rectangular cross
section with sides [/ and A, the angular width of the main lobe in the
corresponding directions is

26,=2% ang 20, =2, (3.24)

where A is the wavelength. For a circular reflector antenna (e.g., a
paraboloid of revolution), the width of the main lobe is

20,~2x 1225 =1.202, (3.25)

where r is the radius, D is the reflector diameter. This quantity is
usually referred to as the width of the antenna pattern or the beam width
at zero power level. Another significant parameter is the beam width
between half-power points, which for a circular cross section antenna is
expressed by the equality

205=2 X 0.51 % ~ =~ (3.26)

To first approximation, the antenna pattern may be regarded as constant
(equal to its maximum value) within the beam width angle, falling to zero
outside this angle.

The plane £

FIGURE 41. The directivity pattern of an antenna.
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In calculations of the radiated power, we will use the directivity co-
efficient of the antenna. The directivity coefficient of a transmitting
antenna is equal to the ratio of the antenna power radiated in a certain
direction (e.g., along the axis) in a unit solid angle to the mean power
radiated in a unit solid angle in all directions. In other words, the
directivity coefficient is defined as the ratio of the energy flux radiated
by the antenna inside a small angle do to the energy flux radiated by an
isotropic radiator of the same power in the same solid angle do. When
using a directional antenna with a directivity coefficient g,, the radio
flux at the observation point at a distance R will be

Fobfy = iR = = g (3.27)
The quantity e;=ng; is known as the antenna gain. If the transmitter power
Py and the antenna gain are known, the radio flux can be determined without
difficulty at any observation point. In what follows, we will assume for
simplicity n=1,P1=Py, e1=gu

Receiving antennas are also directional. In the theory of antennas it
is proved that, in virtue of the reciprocity principle, the antenna
properties are the same in transmission and reception. In particular,
the antenna pattern, the directivity coefficient, and the gain of the receiving
antenna are equal to those of the same antenna working as a transmitting
antenna (when a transmitter is connected to the antenna terminals).

The power P delivered by the antenna to the receiver is clearly
proportional to the radio flux at the reception point. We may therefore

write

Py=SF,Af (3.28)

S, expressed in cm?, is the effective area of the receiving antenna.

This quantity is equivalent to the exit aperture of an optical telescope.

In particular, for a reflector antenna with n=1, the effective area is
equal to the geometrical area of the reflector. The effective area and the
antenna gain are related by the equality

s=2 (3.29)

We can now derive an expression for the range of communication as a
function of the parameters of the transmitting and the receiving systems.
The signal power P, at the receiver input substantially depends on the ratio
of the transmitter to receiver band width. Two possibilities should be
considered here.

a) The receiver band width is greater than the trans-
mitter band width (8h>Af).

This case is observed, e.g., for the reception of narrow-band mono-
chromatic signals. Using (3.27) and (3.28) and introducing the subscript 1
to identify the parameters of the transmitting system and subscript 2 to
identify those of the receiving system, we find

Py =S,F.Af =8,

Pig
Py (3.30)
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Note that the result is independent of the receiver band width Af;and, for
a given transmitter power P,, it does not depend on the transmitter band
width either. The noise power at the receiver input, as we know, is
proportional to the receiver band width:

Py =P, ., Afa=kT, Afy. (3.31)
Here % is Boltzmann's constant, equal to 1.38+107'% erg/deg, T, is the
noise temperature, generally introduced as a parameter of the noise power.
It is equal to the temperature of an active load (a resistor) matched to the
receiver input which produces the same noise power when connected in
place of the antenna. When dealing with background noise, T, is the
equivalent brightness temperature of the noise radiation. In particular,
if the background is associated with the thermal radio emission of some
space medium, T, coincides with the temperature of that medium,

The last two expressions give the signal-to-noise ratio at the

receiver input:

P P.g,S
o= 5= TRt (3.22)
In §1 we saw that this ratio describes the reliability of communication.
For reliable communication, a moreover should exceed a certain threshold
value, which depends on the particular coding system used. In usual
communication systems, « > 1. Equation (3.32) shows that the re-
liability of interstellar radio communication is propor-
tional to the transmitter power multiplied by the
transmitting antenna gain and the effective area of the
receiving antenna and is inversely proportional to the
noise temperature, the receiver band width, and the
square of the distance between the civilizations.

For given a, the distance R at which the required signal-to-noise ratio
is attained can be found from (3.32):

. P.g,S A
R={gra-", (3.33a)
or, using (3.29),
PSS 'y
R=(gerii) (3.33b)
(P %
R =(Toer) (3.33¢)

i.e., the range of radio communication increases with the
increase in the transmitter power and the directivity or
the effective area of the receiving and the transmitting
antennas; it also increases with the decrease in noise
temperature and the receiver band width. The dependence on
A in (3.33b) is attributed to the fact that, for a given area S, of the
transmitting antenna, the directivity increases at shorter wavelengths;
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the dependence on 3 in (3.33c) is associated with the fact that, for a given
g2, the effective area of the receiving antenna increases with the increase
in wavelength.

b) Let us consider the second case: the transmitter band width
is greater than the receiver band width (Af,>ARk). This case
is observed for the reception of wide-band signals, e.g., when the
transmitter energy distribution is determined by the requirement of
maximum information content {(see Chapter I). The spectrum of the
signal in this case is limited by the receiver band width, and the receiver
P, is given by .

g=&ﬂm=%%%?, (3.34)

i.e., in distinction from case a, the signal power is proportional to the
receiver band width Af,, and for a given total transmitter power, it is
inversely proportional to the transmitter band width. The noise power
is expressed by (3.31), asbefore, so that the signal-to-noise ratio (for
a given range) and the communication range (for a given signal-to-noise
ratio) are respectively given by

P P1&1Se

P, 4nRTARRT,? (3'35)
_ PgS, 2

R_(4nalAi,an ) : (3.36)

Comparison of these expressions with (3.32) and (3.33) shows that
they differ only in the subscripts of Af. In the former case, the signal-
to-noise ratio and the range of communication increase with decreasing
receiver band width and, for a given transmitter power, are independent
of the transmitter band width. In the latter case, conversely, the signal-
to-noise ratio and the resulting range of communication increase with
the decreasing transmitter band width and are independent of the
receiver band width. In general, we may thus write

aoc Af™, Rocafh (3.37)

where Af is the greater of the two band widths Af; and Af,.

Let us consider the range of communication as a function of the
parameters of the transmitting and the receiving antennas. This dependence
is expressed by (3.33), where Af, should be replaced with Af=max(Af,, Afy).
Setting gi=g,=1 in (3.33c), we obtain the range for the case of isotropic
transmission and nondirectional reception. Taking g.=1, we obtain the
range for directional transmission and nondirectional reception. Finally,
taking gy=1 in (3.33a), we obtain the range for isotropic transmission
and reception with a directional antenna of effective area S,.

Let us consider the dependence of o and R on band width. Equations
(3.32) and (3.33) are conveniently written in logarithmic form:

1 1 S 1
1gR=71gP,g.+7lgW,an—3lgAf. (3.38)
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The gain (attenuation) is generally expressed in decibels. The product Pg,
can be expressed in dB-W. Let P;jg=100dB+W. This means thatal W
transmitter is coupled to an antenna with a 100 dB gain, or alternatively

a 1 kW transmitter is coupled to an antenna with 70 dB gain, or finally

a 1l MW transmitter is coupled to an antenna of 40 dB gain, etc. If the
product P,g, in (3.38) is expressed in dB+W, R in light years, S, in square
meters, the equation takes the form '

e T A 3.59

akT

Let Pigy=200 dB*W, S,=10* m?, 7, = 10°K; then
1 1
lgR=64—5lga— lgAf (3.40)

Similarly, for the same parameters of the receiving and transmitting
systems, we obtain

lga=128—~21gR—IgAf. (3.41)

Figure 42 plots the dependence of a and R on band width. For Af;>Af,
the receiver band width clearly should be reduced. The noise power at
the receiver input will also decrease, so that the effective power will not
change. As a result, the signal-to-noise ratio at a given distance R or
the range of communication for a given signal-to-noise ratio will increase.
This increase does not entail a loss of information content, since the band
width of the communication line (the factor determining the channel trans-
mission rate) in this case is limited by the transmitter band width Afy.
Moreover, at a given distance, the transmission rate may be increased
by increasing the signal-to-noise ratio. The maximum range is attained
for Af,=Af,. Further decrease of the receiver band width is inadvisable,
since the noise and the effective signal will then increase to the same
extent. Moreover, further decrease of the receiver band width will
limit the transmission band width of the communication channel.

For Af.<Afy, the signal entering the receiver is limited on the
frequency scale and distorted (e.g., in pulse modulation, the chopping
of the frequency band will cause blurring and interference of the pulses).
Moreover, the narrower band reduces the transmission rate of the
communication channel. If the full band width Af; of the line is utilized
at the transmitting end, a decrease of the frequency band width will
result in a partial loss of information. In general, some information
is also lost when the transmitter band width is only partly utilized,
since the character of the signal and its time and frequency distributions
are not known in advance. Hence it follows that the case Af;<Af, is
unfavorable for communication. To avoid signal distortion
and loss of information in this case, we should increase the receiver band
width Afs to Af;. This increase of band width will not affect the range of
communication, since it increases both the effective signal and the noise.
However, for technical reasons, the receiver band width cannot be
increased indefinitely. Even special wide-band receivers can hardly be
expected to have a frequency band wider than 10% of the particular electro-
magnetic frequency used. Another technique of band matching calls for
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reducing the transmitter band width. This can be achieved in two ways:
a) without altering the transmitter specific power, i.e., the power per
unit frequency, and b) without altering the total transmitter power P;.

T T T T
g i
ﬂ -
S |
g
g ¢ ]
B 5 N pr————
£ a 7
il 4- - >
& Ll 4r=10° N\ ] o, & [0
8”2 E‘i'dl‘;=/ﬂ° b
~ Lt i ?;'4’5””5 ~
o -8
1 1 1 ] 1 1 4 1 1 yy b i 1 1
07 23 % 5 67 8 g7 23 4567 8 9

Log receiver band width 4% Log receiver band width 47

FIGURE 42a, Signal-to-noise ratio « vs. receiver band width Ar; for various transmitter band widths Af;.
The following system parameters were used: R =100 light years, Pg = 200 dB- W, S, = 104mz, T,=10°K,
The band widths are expressed in Hz., For a given transinitter band width Af,, the signal-to-noise ratio

increases with the decrease in Af, until the equality Af, = Af, is attained. Further decrcase of the receiver

band width Af, does not increase the signal-to-noise ratio «. When the band widths are cqual. further increase
of the signal-to-noise ratio can be attained only by a siinultaneous reduction of both the receiver and the

transimitter band widths,

FIGURE 42b. Communication range as a function of the receiver band width for various transmitter band
widths Af, .

Pg, =200dB-W, g = 10*m?, 7, = 10°K. The range is expressed in light years. In both figures the arrow
marks the band width for which the signal is equal to noise at a distance of 100 light years (using the given
colminunication parameters).,

In case a, the total power and the flux at the observation point decrease
in proportion to the decrease in the band width, but the spectral density
remains unchanged. The fraction of the total flux or the fraction of the
transmitter power delivered to the receiver will thus increase, since the
signal-to-noise ratio and the range of communication are not affected. In
case b, the contraction of the frequency band entails a growth of the
specific transmitter power and the spectral flux density £, at the observation
point. The total flux F,Af, remains unchanged, but the fraction of the total
flux intercepted by the receiver increases with the decrease in Af,. As
a result, the contraction of the frequency band will increase the signal-
to-noise ratio and the communication range, as we see from (3.35) and
(3.36). The maximum range, as before, is attained for Af,=Af,. Further
contraction of the transmitter band width is inadvisable, since the entire
flux at the observation point is anyhow intercepted by the receiver and,
for a given transmitter power P, the signal-to-noise ratio remains
unchanged. If, however, the frequency band is reduced without retaining
a constant specific transmitter power, both the signal-to-noise ratio
and the communication range will decrease when it falls below Af,.

Thus the maximum range of communication is attained
for Af;=Af,. Once the bands have been made equal (either
by reducing the receiver band width for Af; > Af,, or by
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reducing the transmitter band width forAf,>Af), the
communication range can be increased further only by
a simultaneous reduction of the transmitter and the
receiver band widths. This band width reduction will naturally
lead to loss of information. The chamnel transmission rate for a given
separation R between the subscribers will decrease despite the increase
in the signal-to-noise ratio, since the dependence of the transmission rate
on band width is definitely stronger.

Range of detection

For ordinary systems, the range of communication is limited by
the condition a>1.* If, however, we are concerned merely with the
detection of signals, without decoding the information that these signals
carry, this condition is not necessary. The modern radiometric
techniques make it possible to detect signals which are much weaker
than noise. This is a common practice in radio astronomy, which deals
with extremely weak fluxes from sources in outer space.

The possibility of detecting such signals is based on the statistical
properties of noise. Had the noise power been constant, i.e., without
any fluctuations in time, it could have been easily corrected by intro-
ducing an appropriate voltage in the source, equal in magnitude to the
noise voltage and having opposite polarity. In principle, we could thus
measure signals of arbitrarily small power level, The measurement
procedure reduces to the recording of the small increment above the
constant noise level associated with the reception of the effective signal.
Correction, strictly speaking, is not absolutely essential: it only
constitutes one of the more convenient measurement methods.

Real noise, however, is a random process with voltage (or current)
amplitudes fluctuating at random about the zero level. If Af,is the
receiver band width, the mean duration of a single noise pulse Af, (or
the time during which the amplitude of the damped oscillations generated
by this fluctuation remains constant) is of the order OfAsz' The number

T2

of independent noise pulses observed in a time tz is thus n = =T Af,.
2

A recorder with a time constant t: averages these noise pulses, and the
n

)

mean noise power P, ,, =7 2 P, fluctuates (so-called recorder fluctuations)

about the theoretical mean eré)ise power P,, which is the expectation value
of the random power values P; of the individual noise pulses. To detect

a useful signal, the resulting noise power increment AP, =P, should exceed
the root~mean-square deviation of P, ., from the theoretical valueP,,

i. e., we should have P,=AP, >0, (P)or

P, =B0,,(P), (3.42)

* For Shannon's ideal system, this restriction is of no consequence. Some special communication systems

also use incthods which permit reception of messages although the signal is much weaker than the noise.
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where B is some dimensionless number greater than unity ($>1). If
we are dealing with Gaussian noise, with a normal amplitude distribution,

we may write

oalP) 1 1 (3.43)
Py Ve Vbl '
whence
P
a=trple® P (3.44)

P, P, V<, oL

This expression determines the minimum signal that can be recorded
with a radiometer. For f= 1, we obtain the limiting or the theoretical
radiometer sensitivity. The actual sensitivity is generally much lower,
since for reliable signal recording, B should be greater than 10, The
factor V-1,Af, is known as the radiometer gain. For VtAf, > 1, the
signal-to-noise ratio may be much less than unity. For example, for
o= 1 sec and Af,= 10 MHz, the radiometer gain is 10%; if =10, we have
ﬁ: = 1073, i.e., the signal power is one thousandth of the noise power,
and yet it is 10 times stronger than the rms noise fluctuations and can be
reliably detected.

The detectability of signals which are weak compared to noise is
associated with the averaging action of the recorder, which averages
the individual noise pulses over a period of time equal to its time
constant. The effective signal is naturally also averaged, so that the
final result is the signal power averaged over the timet,. If the cha-
racteristic modulation time 7 is less than the time constant 7 of the
recorder, all the measurements related to signal modulation are smoothed
out and the information contained in the signal is completely lost. In
this case, we can only identify the presence of some effective signal of
mean power P,. It is in this sense that we will interpret the term ''range
of detection,' as distinct from the range of communication.

Reception of information requires that t1z=72. Using the relation
between the time and the band width, we rewrite this inequality in the
form*

Afy 2= n Afy, (3-45)

where n is the number of independent noise pulses averaged by the
recorder. We have noted before that for purposes of information reception
the receiver band width should not be less than the transmitter band.

* Here we take ;= , i.e., use a coding technique which for a given transmitter band width Af,

L
Afy
ensures the maximum transmission rate. In general, when the sender does not fully utilize the
transmitter frequency band (intentionally lowering the transmission rate of the communication

channel, to ensure a higher reliability at a fixed range and a higher range for fixed reliability),

cept s 1 -
the characteristic modulation time T can be greater than i and condition (3.45) is not satisfied.
1
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Condition (3.45) is stronger than that. It shows that in case of averaging,
it is no longer sufficient to ensure a receiver band larger than the trans-
mitter band. The receiver band should be greater than the transmitter
band multiplied by the square of the radiometric gain.

What is the actual range of detection? Inserting « from (3.44) into
(3.33) and (3.36), we obtain the following expressions for the range of
detection:

1) Af>Af,
_{ PugiSa N\ Ty \'s
R—‘(4nl§)le:) (_A;—z) ’ (3.46)
2) Af.<Af,
P.g,S A ’ 1
R = (i) (5, A" (3.47)

In the above example, when m=1 sec, Af,=10%Hz, the range of detection
can be increased by a factor of 100 due to the radiometric gain. For
Afa>Afy, the range slowly decreases as the receiver band is made wider;

for Afa<Afy, it also slowly (oc Af;') increases, so that it is advisable to
increase the receiver band in this case. The maximum range is attained

for Af=Af;, as before. In the absence of radiometric gain (Vv ToAfy = 1),
equations (3.46) and (3.47) reduce to (3.33) and (3.36), as could have been
expected.

Let Af; be the given receiver band width. Consider two signals: a
narrow band signal with Af, .., <Af,, and a wide band signal with Afsige>Af2.
Let Ry be the range of detection of the narrow-band signal and R, the range
of detection of the wide-band signal. From the above relations we have
R, o< Afy", Ry Af) Af{" so that

Ry _ Afl\\xdc)‘/’
E—_( Afy >1L (3.48)

i. e., for a given receiver band, the range of detection of a narrow-band
signal is greater than the range of detection of a wide-band signal. The
two ranges R, and R;, however, are not the maximum. In the former case,
the range can be increased by reducing the receiver band width to Afy,,,,
and in the latter it can be increased by broadening the receiver band width
to Afiuige . We then have

Af, A Aftige Y Ry max Afrwide Y
Ruows =i ) Rome=Re(Tgt )", gIE= ()" @a0)

Thus, despite the increase in the radiometric gain
with increasing band width, the maximum range of detec-
tion of narrow-band signals is greater than the maximum
range of detection of the wide-band signals. For exam-
ple, for Af2=104Hz, Afypar = 1 Hz, Af,mde=101°Hz, we find R =10%Ry;
R|max= 104 R2=316R2max-
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The dependence of the detection range on the band width in a system with
averaging is shownin Figure 43. Here, as before, we took 1, = ﬁ, i.e.,
1

the sender strives to attain the maximum transmission rate for a given
transmitter frequency band. The averaging action gives a gain in range if

Af2>?lz. The maximum range is attained for Af,=Af,. These band widths

fall to the right of the line Af, = Ti, i.e., in the region where the radio-
2

metric gain is greater than unity only for 11<t:, when loss of information
occurs. For vy>1., the band widths corresponding to the maximum
detection range fall in the region without radiometric gain. Thus,
averaging produces a gain in range while resulting in a
complete loss of the information content.
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FIGURE 43. Range vs. receiver band width in a system with averaging. The
range Ris expressed inlight years, P,g, = 200dB-W, S,= 10* m?, T, =10K, B =1
v, =1sec. For T, < rzzhe range of detection at first increases with the decrease
of the receiver band width, aslong as Af, > Af,. and then, passing through

a maximum for Af, = Af, starts decreasing: this decrease stops for Af, = L )
T,

when there is no radiometric gain (this is also the situation for Af; < Af,
without averaging). Fort, > 1, the range of communjcation increases

-
with a decrease in receiver band width in proportion to Af, ", up to Afy = ?I—
2

If this Af, is still greater than Af,, further decrease of the receiver band
width is accompanied by a more rapid growth of range (in proportion to

Af;/‘), which stops for Af, = Af, The variation of range without averaging
is marked by the dashed lines in the figure.

This remark is applicable to the maximum range. It must be taken
into consideration in designing optimum communication channels, when
the receiver and transmitter frequencies may be taken equal. The
situation is different in communication with extraterrestrial civilizations:
we cannot choose Af,=Af;, since the transmitter band width is not known
in advance. Therefore, if the problem is not confined to the detection
of EC signals, but also includes the reception of the information contained
in the signals, the receiver band width should be chosen so that it is
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not less than the expected transmitter band width, and the time constant
should be taken sufficiently large to ensure an adequate radiometric gain.
However, 1, must nevertheless be smaller than 1,, i.e., we should have

A+,<72<K]f_,' Suppose there are grounds to believe that the transmitter band

width Afy is of the order of 0.1 Hz., Not to lose any information, we choose
the receiver band width with an adequate safety margin, Af,=1 Hz. Then,

to ensure an averaging gain, the time constant 1, should be over 1 sec,

but not greater than 10 sec. Let us take t.=4 sec, and the radiometric

gain will then be 2. We have thus obtained a slight gain, not in the detection
range, but actually in the communication range, i.e., the range of
information reception.*

The question of the assumed transmitter band width is highly uncertain.
We are never outside the domain of hypotheses on this topic. The band
width may be estimated from considerations regarding the most likely rate
of information transmission. If the rate of information transmission is
sufficiently low, the working frequency band is limited from below only
by the stability of the transmitted signal. In this case, the band may
reach a few Hz or fractions of Hz, and in molecular masers even
hundredths of Hz.

Range of reception of pulse signals

One of the ways for increasing the range of reception is through the use
of pulse signals. If the pulses are widely spaced, a sufficiently high pulse
power can be attained with a fairly low-power transmitter. Let Af; be the
pulse duration, and ¢, the time between two successive pulses. The ratio
of the instantaneous, or so-called peak, pulse power to the mean trans-
mitter power is At—;. To avoid averaging of the pulses by the recorder, the

1
time constant 1; should not exceed the duration of the pulse. If this condition
is satisfied, the signal power P, is proportional to the power pulse. Each
sending of length Af; may constitute a simple or a complex pulse. In the
case of simple or so-called video pulses (without high-frequency filling),
the pulse duration Af; determines the transmitter band width Af, = %. In

. 1

this case, the condition 1, < Af, coincides with (3.45). If 2> ¢, the signal
power P, is proportional to the mean transmitter power. Therefore, in
the range equations we should take

Py, if =1,

Py=) Py :
1 _th,_x, if T, <Al (3.50)
© If 'r|>>—l(i. e., when the sender radically reduces the quantity of information sent through the channel

A
in unit time), the receiver band width Af, and the time constant 12 can be chosen so that reception of
information is ensured for a sufficiently large radiometer gain of the order of V 7, Af,, i.e., in this
case, no information is lost in averaging.
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The maximum range of communication is attained for Af;=Af,, and since in
this case, as we have seen, wAf=1 (for 7, <A#), we obtain

_ Pgt)S. Ya
Rmax = ( ina Alt.lAlf,lz{f,;‘) . (3.51)

In particular, for simple pulses, when ALAfi=1,

1
Rmax=(%)hy (3.52)
i. e., the maximum range of communication using simple pulses and
a fixed mean transmitter power is independent of the transmitter band
width and increases with the increase in the time spacing between the
pulses. The feasibility of high-range communication with a relatively
low-power transmitter* using widely spaced pulse signals makes this
communication technique particularly attractive for interstellar com-
munication. Although the wide pulse spacing lowers the transmission
rate of the system, the loss of information is not particularly significant
for the transmission of call signals by extraterrestrial civilizations.

Length of transmission. Directivity and information
content

As the directivity of the receiving and the transmitting antennas is
improved, the signal-to-noise ratio and the resulting range of communication
both increase. Should we thus always strive to increase the directivity of the
transmitting antennas to the maximum?

IL.et us consider the relationship between the length of transmission and
the directional properties of the antenna, when the exact position of the
subscriber is not known in advance. This situation is a good approximation
of what we arelikely to encounter in communication with extraterrestrial
civilizations. Suppose the transmitting antenna is mounted on a planet
which, like the Earth, spins with a rotation period T, and let the antenna
axis remain rfixed in the planetary system of axes. As a result of rotation,
the directional radio beam radiated by the antenna intercepts any given part
of the sky for a limited length of time Af, as long as the corresponding
sky area falls inside the main lobe of the antenna pattern. The faster
the planetary spin and the higher the antenna directivity, the shorter is
the time Af. Suppose that at some time ¢ the antenna is aimed exactly

at the subscriber. In a time %, it rotates through the angle

d

t

[=>]

o
2

| @

, (3.53)

where —:—ie-= w, cos & is the velocity of rotation of the beam, o, is the angular

velocity of rotation of the planet, § is the angle between the antenna axis
and the plane of the equator. Signals are received at the relevant time

* For numerical estimates see Tables 3.3 — 3.5 and Figure 45.
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f+ A,Z—t if the angle of rotation % does not exceed half the beam width. To

fix our ideas, we may set the maximum angle of rotation for which the
signals are just received equal to the beam half-width between points of

half power (% = 90.5). Then the total transmission time At (from t—%-to

Aty .
t+-§—) 18

Af = —2B0s (3.54)

®p cos &

Consider a pencil-beam reflector antenna. The dependence of the
beam width on the directivity coefficient for this antenna is expressed by
the relation

6% = const, (3.55)

The numerical value of the constant depends on the exact power level
used in reckoning the angle §. If 8=2045, then const = 10.2; if 6=26,,
i. e., the total width of the main lobe (or the beam width between zero
power points), we have const = 59,2, Using this dependence, we can
establish a relationship between the length of transmission Af and the
directivity coefficient of the antenna. Figure 44, borrowed from
Webb /7/, gives some idea of the value of At for various g in the case
of a planet with a 24 hr period of axial rotation, when the antenna axis
is aligned in the equatorial plane.

20
70— -

Antenna gain

s 8 § %8

T R AT B A

Time, sec

FIGURE 44. Directivity of transmitting antenna as a
function of the length of transmission.

The antenna is fixed in the planetary system of axes.
The antenna axis is aligned in the equatorial plane,
and the planetary rotation period is 24 hrs.

Suppose that after each complete rotation of the planet the antenna axis
is displaced in declination through an angle 8 equal to the beam width, so
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that ever new sky areas are illuminated after each rotation. The total
time to scan the entire sky is

AT=T,5~T,Vg, (3.56)

and the length of transmission received by each subscriber is expressed
in terms of the total scanning time in the form

AT
At:m, (3.57)

The minimum duration Af= %is observed for subscribers located in the

equatorial plane. A similar relationship between the total scanning time
and the length of transmission to each subscriber is obtained for cases
when the scanning is done by moving the antenna proper, without resorting
to the planetary rotation; in this sytem, the antenna tracks for a time A/
one given sky area, and is then abruptly aimed at the next area.

Let us now consider the relationship between directivity and information
content. Let the transmitter power P; and the length of the transmission
AT be given; let P, be the power signal at the reception point at a given
distance R in the case of isotropic transmission. The length of trans-
mission for each subscriber in isotropic sending is equal to the total
length of transmission. Therefore, the maximum quantity of information
Q. that can be transmitted in this time by an isotropic transmitter is given
by Shannon's theorem:

Qi =4 AT log, 1 +-§L) (3.58)

Let us now consider directional transmission with the same P, and AT.
The signal power is increased by a factor g due to directivity, and the
time of transmission toward each subscriber decreases by the same
factor. Therefore, the maximum quantity of information that can be
transmitted in a time AT by a directional antenna, when the subscriber's
position is not known in advance, is given by

Q,=AfAtlog2(l+£—:)=Af%rlog2(l+—‘f—ns). (3.59)

Comparison with (3.58) shows that

Q< Q.. (3.60)
The equality is observed when
P gPs
o<, <L (3.61)

In this case, changing over from binary to natural logarithms and series
expanding, we find

0, EPSATAl _ _PiaT
27 "In2gP,  In2P

=Q (3.62)

n.sp
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i.e., for % < 1, the quantity of information grows in proportion to the
n

length of transmission and the ratio of the signal power to the specific
noise power; it is independent of the channel band width.

Equation (3.60) shows that if the required direction
of transmission is not known beforehand, the quantity
of information decreases on passing from isotropic
transmission to directional transmission, all other
conditions remaining constant. This conclusion was derived
by Siforov /8/. The decrease of information content is associated with
the uncertainty in direction to the subscriber. If this uncertainty is
reduced, the situation changes radically. Suppose that various considera-
tions (astronomical or other data) indicate that the sending EC should be

gought in certain directions in space only. Let %be the ratio of the total

solid angle Q corresponding to these "civilized' directions to the entire
solid angle 4n. Directional antennas will be more advantageous if

%log2(l+—é;f—n‘)>log2(l+-§ni). (3.63)

In particular, for P =P, and g>»1, we have

d3g =& 64
V> mar <4 lee (3.64)

For g= 10%, the size of the region to be scanned with directional trans-
mitting antennas should not exceed the beam area (between points of half
power) by more than a factor of 24. For weak signals, the uncertainty in

direction may be increased. Leta= % < but ag>»1. Then,
n

0-43ag Q 3lgag
> e @op <ok, (3.65)
For g= 10% and o=10"2, the region of uncertainty (the search region)
may reach 1000 times the beam area.

§ 3. CALL SIGNALS AND ARTIFICIALITY CRITERIA

Before establishing communication with extraterrestrial civilizations,
we should first detect the sources of artificial signals in outer space.
The main difficulty is not that these signals must be picked up against the
background of cosmic radio noise (a similar situation is observed in
ordinary radio and radar systems): it is that the sources of these
signals must be reliably identified and distinguished from a tremendous
number of natural radio sources, such as galaxies, radio galaxies,
quasars, ionized and neutral hydrogen clouds, supernova remnants, and
even individual stars.

To isolate the meaningful radio signals from the jumble of radiation at
the receiver input, the incoming radiation must be appropriately

103



EXTRATERRESTRIAL CIVILIZATIONS

processed. This processing depends on the method of modulation employed
by our counterparts. Modern technology provides us with a wealth of means
for the analysis of radio waves, but there is no point in applying these
analytical tools to sources whose natural origin does not raise any doubts.
Before proceeding with the actual analysis, we have to establish that we
are dealing with an artificial radio source, or at least there is enough
evidence to suspect a source of artificial origin. It would therefore seem
that the radiation from an artificial source would possess some peculiar
features intended to simplify its detection and identification by other sub-
scribers. Hence the need for a sort of call signal from extraterrestrial
civilizations.

We can advance a number of assumptions regarding the likely compo-
sition of EC call signals. First, they should ensure a high detection re-
liability. This condition is best achieved with the aid of continuous
(although possibly variable) radio transmission. If the subscriber's
position is not known in advance, the transmission should be isotropic,
since a highly directional transmitting antenna scanning the sky produces
a very short transmission in every given direction (see Figure 44). It
moreover seems likely that the call signals contain some information
regarding the artificial character of the source, indications of frequency
and band width of the transmission, and some additional information
which may be regarded as a "key' to the main program. The overall
quantity of this information is not particularly large. Therefore, narrow-
band quasimonochromatic signals will do as call signals. This is
a highly advantageous turn of events, since, on the one hand, a long
range of communication is ensured and, on the other, the artificial
source can be identified with fair certainty. Indeed, the great majority
of the natural radio sources show a very wide, almost unbounded, con-
tinuous spectrum. Even the monochromatic radiation of interstellar
hydrogen at 21 cm fills a fairly wide band of the order of 5-10*Hz. The
narrower band of the 18 cm hydroxyl emission, which is assigned to a
natural maser mechanism /9/, isafew hundreds of Hz wide. These narrowest
natural band widths are clearly inferior to artificial signal generators, which
provide band widths of a few Hz or even fractions of a Hz; molecular
masers emit in band widths of a few hundredths of Hz. The very
detection of such narrow-band signals in itself would provide an indication
of a possible artificial origin of the source. Note, however, that the use
of narrow-band signals leads to certain difficulties associated with
frequency scanning. This problem, however, is not insurmountable,
and it will be discussed in the next section.

Along with the narrow-band quasimonochromatic signals, we can
expect call signals in the form of widely spaced pulses. This approach
also ensures a long range of communication and clearly labels the signal
as artificial: natural radio sources generally emit continuously.* Special
equipment is required for the detection of these signals,

Although the application of special (narrow-band, pulse, etc.)
signals as EC call signals seems to provide the most logical and likely
approach to the problem, we cannot rule out another possibility, namely
that the transmission will be continuous in a wide frequency band (to
ensure a high rate of information transmission), and the function of call

.

* A remarkable exception to this rule are the pulsars.
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signals will be fulfilled by the properties of the source itself and special
features of the continuous transmission.

We thus have to solve the problem of the criteria of artificial origin
of radio sources. This topic was first attacked by Kardashev /10/.
Later it was analyzed by Slysh /11/, Gudzenko and Panovkin /12/, and
others. The proposed criteria can be divided into two groups:

1) criteria or signs following from the artificial origin of the source;

2) special properties of radiation, intentionally imposed by the sending
EC to ensure communication and simplify detection.

The first group includes such features as angular dimensions,
spectrum, statistical properties of signal, variation associated with
possible rotation of the system. The second group includes circular
polarization, variation associated with modulation, information regarding
artificial origin and 'keys."

The angular dimensions are one of the most promising and indicative
criteria of the first group. The angular size of artificial radio sources
cannot exceed a certain (fairly small) value. On the one hand, this is
related to the limited scale of activity of civilizations in space (e. g.,
the scale of a planetary system)and, on the other hand, to the finite
speed of propagation of information. Indeed, let ! be the time between
two successive pulses. To ensure simultaneous emission from different
parts of the transmitting system, the distance between the different
parts and hence the linear size L of the entire system should not be
greater than cf, where ¢ is the velocity of light. If R is the distance to
the transmitting system, its apparent angular dimension is

ct [
o<gT=g; (3.66)

where g is the rate of information transmission. For a distance of 1 kpc
and g=3+10"* (which corresponds to a transmission of one bit of information
per hour), we find p<0'".007. As the rate of information transmission
increases, the maximum angular dimension of the source correspondingly
decreases. For a rate of 1 bit/sec, ¢<0'.000002. The angular dimensions
of natural sources are generally much larger. Even the less extended
sources (the source of the OH line) have angular dimensions of the order of a
few thousandths of an angular second. When the steady increase in the
sensitivity and the resolving power of radio telescopes will enable us to
pick up radio waves from individual stars, this criterion will of course
lose some of its paramount importance, but in combination with other
signals (power, band width, etc.) it will probably retain much of its value.
If the EC transmitter sends in a sufficiently wide frequency band, its
radiation will not be unlike the continuous emission of an artificial source.
However, the spectral power distribution of the transmitter will probably
differ from the power distribution in the specirum of natural radio sources.
This topic was treated in detail in Chapter I. If the aim is to ensure a
maximum transmission rate, the spectrum of the artificial source should
look like the curves in Figures 21 and 22. A curve of this shape may be
accepted as one of the criteria of artificial origin. This criterion, how-
ever, is not very decigive. First, the condition of maximum trans-
mission rate is not absolutely binding. Moreover, excessive saturation
of the signal with meaningful information is undesirable, as it interferes
with decoding. Second, a similar power spectrum curve may be observed
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in some cases for natural sources also. All this notwithstanding, this
criterion has its value. In combination with other properties of the radio
waves, ii may prove to be very useful in establishing the exact nature

of the source.

The same considerations apply to signal variation associated with
possible rotation of the system. In this case, the length of transmission
is determined by the period of rotation and the directivity of the trans-
mitting antemna; the total period of power variation, however, is entirely
determined by the rotation period., Variations with periods from a few
hours to several days can be expected for transmitters mounted on a
spinning planet, and variations with periods from a few months to a few
years should be observed for planets or other celestrial bodies which do
not spin and only travel around their primary, at a certain distance from
it (in the corresponding "'zone of life''). For a long time, the opinion
prevailed that natural radio sources have a high degree of power constancy.
This conclusion emerged from theoretical calculations and there was
ample observational evidence to support it. However, after the discovery
of the variable radio source CTA-102 /13/, the situation changed radically,
since this discovery was soon followed by the detection of the variable
radio emission of quasars at various frequencies and with various
characteristic times (from a few days to several years). This criterion also
has lost its paramount importance, but like the other criteria it should be
kept in mind.

The strongest criterion of the first group is apparently that associated
with the statistical properties of radiation. This topic was considered by
Golei /14/, Slysh /11/, Gudzenko and Panovkin /12/, and Siforov /8/. The
radio emission of natural sources is a random, uncorrelated noise, since
it is made up of a multitude of independent elementary emission events.

In artificial signal generators, on the other hand, the individual emission
events are not entirely independent. Therefore, the statistical properties
of artificial radiation (e.g., the amplitude distribution) are different from
those of noise. The search for artificial radio sources
should therefore provide for a comprehensive analysis
of the statistical properties of signals.* Analysis of this
kind for very weak radio sources is a formidable undertaking. It requires
special equipment, different from the conventional tools of the radio
astronomer. Note that although the need for a greater emphasis on the
statistical analysis of signals has been stressed, little has been done in
this direction.

Let.us now consider the criteria of the second group. Plane-polarized
radiation propagating in the interstellar medium may experience a pro-
nounced rotation of its plane of polarization in the interstellar magnetic
fields as a result of the Faraday effect. This is a common phenomenon
in radio astronomy, and it is often applied to estimate the distance of the
radio source from the observed rotation of the plane of polarization.
Although in radio astronomy this is a useful effect, providing additional
information regarding the radio source, it is highly harmful in connection
with the problem of EC communication, as it definitely distorts the
incoming information. The Faraday effectisa sensitive function of frequency.

* The statistical analysis can be based on the moments of the distribution function, the autocorrelation
function, the spectral correlation function. ete. /11/.
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Therefore, different spectral components of a wide-band signal undergo

a different rotation in the interstellar magnetic fields. As a result, the
antenna, responding to one direction of polarization only, will record

the different spectral components of the signal with different attenuations. The
spectrum will be distorted, and the true time characteristics of the signal
will become unrecoverable. To avoid this unpleasant effect, the radio
transmission sent by the EC should be circularly polarized to start

with, and it should be received by a circularly polarized antenna. This

is indeed the practice in long-range space communication systems

in the solar system.

Variation due to modulation is the most reliable sign of artificial
origin of radio signals. The main difficulty, however, is that the
characteristic time of the probable power variation is unknown. If the
modulation is associated directly with information encoding, the modulation
time is probably very short. In binary transmission, with transmission
rates of 1000 bit/sec (this is hardly a high rate of transmission: television
requires a thousand times higher rate), the characteristic time of power
variation, which coincides in this case with the duration of the binary
pulse, is 10~ gec. To record such fast variations, we need special
equipment with a very small time constant 2 <107 sec. To ensure high
sensitivity despite the small time constant, we have to use antennas
with a very large effective surface.

The rate of information transmission of call signals may be much
lower. Rates of 1 bit/sec are probably more than enough in order to
transmit the few tens or hundreds of bits of information probably
contained in call signals within a reasonable time. As regards the exact
nature of this information, intended to announce the artificial origin of the
radio source, we can only guess. Some suggest that several natural or
primary numbers can be transmitted to this end; others prefer combi-
nations of known mathematical constants, such as e and =.

Note that special monochromatic signals are not the only candidate for
call signals: wide-band signals generated by modulation of short informa-
tion-carrying pulses will also do. The signal variation, in this case, may
correspond to interruptions in the main program, e.g., the beginning or
the end of a certain transmission session. These slow power variations
of wide-band radio signals can be detected with the existing radio-
astronomical equipment. However, it is very important to know the
expected period of variation: is it seconds, minutes, or years? This
question cannot be answered at this stage. We can only fix a rough
lower limit for the probable characteristic time of power variation in
the EC call signals. If the transmission is conducted at a frequency v,
the modulation time « in the EC call signals should satisfy the inequalities

T>T =AvI>V (3.67)

For radio frequencies, this gives v>10"1' — 10% sec. A more exact
estimate can be obtained from the requirement of pulse stability during
propagation in the interstellar medium. We have seen in Chapter II that
the group delay effect associated with differences in the group velocity
for various quasimonochromatic wave groups making up the wide-band
pulse imposes certain restrictions on the pulse duration t. Thus, for a
galactic source operating in the range of decimeter wavelength, the pulse
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duration should be much greater than 10 % gec (if the source lies outside the
plane of the Galaxy) and much greater than 107 sec (if the source lies in the
galactic plane). For an extragalactic source, the limiting pulse duration
may reach 10~ sec. Anyhow, we may write

t>107° sec. (3.68)

The problem of detecting EC call signals would be essentially simplified
if we could fix a standard modulation period likely to be used by all EC.
This period should naturally satisfy conditions (3.67) and (3.68). We can
try to approach this problem by choosing an appropriate combination of
universal constants which has the dimension of time or taking as our basis
the characteristic time of some processes which are common for the
entire Universe, e.g., atomic or comological processes. One of such
possibilities is the atomic unit of time equal to the period of orbital
revolution of the electron in Born's first orbit, or the so-called Jordan
elementary time, equal to the classical radius of the electron divided
by the velocity of light. The former quantity is equal to 2.4 10717 gec,
and the latter to 9.4 +107% sec. However, none of these times satisfies
(3.67) nor (3.68). These units of time fix the time scale of microcosmic
phenomena. They can be called microscopic time units. On the other
hand, there is a completely different megascopic time scale associated
with the expansion of the Universe, the time scale characterized by
Hubble's constant H, the universal megascopic constant. It would seem
that the modulation period in EC call signals should logically fall "half-
way' between the microscopic and the megascopic time units; for example,
it may be chosen as the geometrical mean of the corresponding numerical
values. Taking the same atomic and Jordan elementary time and using
the megascopic unit H-'=3.10' gsec, we obtain two macroscopic time units

,=V24.10"x3.10" =3 sec

and

7, =V9.4.10%x3.10"=0.002 sec.

Both these values satisfy conditions (3,67) and (3.68). A logical micro-
scopic timeunitis v-!, where v is the frequency of the transmitted signal.
For the optimum frequency range of interstellar communication

v!=101 — 107° gsec, and the corresponding macroscopic times fall between
30 min and 4.5 hours. The above examples are clearly very sketchy.

In particular, the difficulties associated with exact determination of
Hubble's constant make it highly unsuitable for use as a basic time unit.

It would appear, however, that extraterrestrial civilizations contemplating
interstellar communication should have a sufficiently accurate knowledge
of it.

We should probably start looking for variations with a period of a few
hours. These variations are fairly easy to detect, since no special equip-
ment is needed. These long-term power variations are not distorted by
shimmering effects which accompany the propagation of electromagnetic
waves in the interstellar and interplanetary medium and in the ionosphere.
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The time scale associated with these variations is fairly characteristic of
the macrocosmos to which our partners apparently belong (at least if we

are dealing with anthropomorphic civilizations). Finally, the very discovery
of periodic power variations of period t related to the radiation frequency

by the equality =V +'#~! would attract enormous attention to the correspond-
ing effect,

In conclusion of this section, we would like to stress that the entire
topic of call signals and artificiality criteria has hardly been studied so far.
Much that isunclear and uncertain remains in this field, opening wide horizons
for future research. Rigorous and single-valued criteria should be developea
for identifying artificial sources. Such criteria can be based, e.g., on the
analysis of the statistical properties of signals or on general theorems
of information theory and the theory of complex systems. Some guidelines
toward the solution of this problem are indicated in Chapter VI.

§4. METHODS OF DETECTION OF EC SIGNALS

Transmitter power. The power potential of a civilization

In our search for EC signals, we are faced with a two-fold uncertainty:
we do not know at what frequency and in what direction these signals are to
be sought. A similar uncertainty is in force for the sending EC. The
simplest solution to this difficulty is to set up continuous transmission
of sufficiently wide-band signals in all directions in space. This ensures
simultaneous "'service' to all the civilizations within the sphere of action
of the transmitter and enables new subscribers to tune in as soon as they
reach a suitable technological level. If the signals are sufficiently powerful,
and the receiver has a sufficiently high sensitivity, the signals can be
received with low-directivity or even isotropic antennas. This has con-
siderable advantages, as it eliminates the need of direction scanning in the
first stages of detection. However, this "simple" communication system
requires tremendous power. Table 3.2 lists the minimum transmitter
power needed for detection and communication using continuous isotropic
transmission and undirectional reception at 3 cm wavelength. For detection
purposes, the effective signal is assumed to exceed by a factor of 10 the
rms noise fluctuation (p=10), and for the purposes of information reception,
the signal is supposed to exceed the noise level by a factor of 100 (e=100);
the noise temperature was taken equal to 10°K, and the time constant (for
detection) 12=100 sec. Finally, in accordance with the conditions of
minimum power, we took Afi=Af;=Af., The band width Afis expressed in Hz,
the distance R in light years, the transmitter power P, in watts. As we see
from the figures in Table 3.2, the required power not only falls far beyond
the possibilities of the current transmitters, but actually exceeds the
total power potential of mankind.

Mankind is currently consuming annually about 1.5 > 10?7 erg of energy
of various forms, which corresponds to a power of about 5+ 10!? watt.
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TABLE 3.2, Minimum transmitter power for continuous isotropic transmission and nondirectional reception at
3 cm wavelength (g;=g;=1; Af; = Af; =Af)

Detection Communication (reception of information)
(B=10; t,= 100 sec; T, = 10°K) , (e = 100; T, = 10°K)
Af i 10 100 108 101 ( 1 10 102 100 104 105 o 10’

R

10 [2-107)2-1018 2.101°2-10%° 2. 1021 2- 102221012 1020 2.102! 2-10% 2. 102 2.102* 2. 10%5 2. 10%°
102 12101921020 2.1021 2. 1022 2. 1028 2- 102421021 2+ 1022 2. 1078 2. 102 2.10% 2. 10%6]2. 1027 2. 108
10° |2.10212-10% 210202 102 2- 10% 2. 1026[2 - 102 2. 102 2. 10% 2. 10% 2. 1077 2. 107 2- 0% 2. 10%
10 [2-10%2-10% 2-10%2- 10| 2. 1027 2. 10%[2- 10% 2- 10°%] 2 107 2. 10% 2. 102 2. 10% 2. 10% 2. 10%
105 |2-10%52-1026]2. 1027 2- 1025 2.10%° 2-10%92- 1027 2- 102% 2. 102° 2. 10% 2. 103 2.10% 2-10% 2. 10%
106 |2-10272-102% 2.102°2-10% 9. 103 2- 10%2(2. 10292+ 10% 2. 103! 2. 10% 2.10% 2.10% 2. 10% 2.10%
107 [2-10292.10% 2.10% 2-10% 2.10% 2- 10%2. 103 2-10%2 2- 10% 2-10% 2.10% 2.10% 2. 10%]2. 10%
108 [2.10%2.10% 2.10% 2. 10% 2.10% 2-10%(2- 103 2. 10 2-10% 2. 10% 2.10¥[2.10% 2.10% 2. 0%
10° [2-10%2-10% 2-10%2- 10% 2-10%] 2. 1032 10% 2. 10% 2. 10¥7]2- 10 2-10% 2.10% 2. 0% 2. 10%

The entire energy consumed is eventually degraded to heat and then radiated
into outer space. In principle, it could be convered into radio waves
(this does not clash with the thermodynamic laws) and then used for inter-
stellar radio communication. However, the entire power would not be
enough for ensuring continuous isotropic transmission aimed at an un-
directional receiving antennas within therange of a few tens of light years,
i.e., the message would not reach the nearest stars. This does not mean,
however, that this convenient method of communication is completely
hopeless. Since we assume that our civilization is not unique in the
Universe, it inevitably follows that there should be civilizations on a lower
technological level than ours, on the same level with us, and of course on
higher levels of development. The highly advanced civilizations may have
tremendous power resources at their disposal, which are absolutely in-
accessible to mankind at the present stage of development. The power
potential of a civilization in the last analysis determines the power of its
transmitters. On the other hand, this is one of the most important
parameters of interstellar communication affecting the range of detection
and communication, the quantity of transmitted information, the kind of
signals, used, and, indirectly, the methods of detection. Therefore, the
question of the probable power potential of a civilization merits a more
detailed examination.

The main features of the growth of the principal indices of technological
progress of civilizations are analyzed in Chapters I, V, and VI. We will
consider here only the growth of the power resources of a civilization.

The annual growth of power consumption in the world is about 3% during
the last 100 years. If the same rate of growth will persist in the future,
the per-second power consumption on the Earth will reach 107 watt in the
next 300 years, thus becoming equal to the influx of solar energy. Further
increase of power consumption will be unfeasible, since this will radically
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change the radiation balance of the planet.* This is a highly significant
factor, whose importance is generally underestimated. It should be
emphasized that this restriction of power output has nothing to do with
shortage of power resources: it follows from the necessity to maintain
the equilibrium in the atmosphere and on the surface of the Earth.

A similar situation is encountered by any civilization on any planet.
Since the energy received by a planet in the "life zone'" from its primary
cannot change between very wide limits, the energy output of any planetary
civilization should be limited by figures of the order of 107 watt. When
this limit is reached, further development is possible only through active
conquest and population of interplanetary space, where high-power
installations and industries should be moved. In the light of this con-
clusion, it seems that the exploration of space which has recently begun
is a vital step toward ensuring the future growth and existence of our
civilization, and by no means can it be regarded as premature. Active
conquest and population of outer space will eventually lead to the
creation of an artificial biosphere around the Sun (the Dyson — Tsiolkovskii
sphere). A civilization of this kind, inhabiting an artificial biosphere around
its primary, should have access to much higher power outputs, reaching
3+10% watt. Assuming an exponential growth, the time to reach a Dyson-
type civilization is not very long. Indeed, if the annual growth of power
output is merely 1%, the transition from a civilization with an energy
output of 10" watt to a Dyson civilization with energy requirements of the
order of 3-10% watt should take about 2200 years. After another 2500 years,
the per-second power consumption, assuming the same growth rate, will
reach 10%7 watt, which is equal to the radiation energy of all the stars in the
Galaxy.** This extrapolation of the growth of civilizations can be extended
into the more distant future, but we had better stop here. In 1964,
Kardashev /10/ proposed a division of all the civilizations into three types
in terms of the power requirements. Type I civilizations are those which
are close in their technical development to the Earth civilization (power
requirements of 102 — 10 watt), type II civilizations are those with power
requirements of the order of 3-10% watt, and finally, type III civilizations
are those which have harnessed the power resources on a galactic scale,
with energy output of 1037 watt, We will follow Kardashev's terminology,
but extend the concept of type I civilizations to all planetary civilizations
with power requirements close to the Earth level and higher, up to 107 watt.
The existence of supercivilizations with energy requirements of the order
of 102 — 1037 watt is a mere hypothesis. However, strictly speaking, the
very assumption regarding the existence of other extraterrestrial civili-
zations is also a mere hypothesis. It is therefore advisable not to ignore
any of the possibilities.

Let us return to Table 3.2. For a band width of over 1 Hz, detection
of signals and reception of information from type I civilizations is ruled
out even for the nearest stars. Thus, only type II or type III civilizations
can communicate by means of continuous isotropic transmission with un-
directional reception. With bands of 1 MHz, the detection of signals from

* Actually, the power output level will have to be frozen at a much earlier stage, when it reaches a few per
cent of the solar energy flux received each second (i. e., in about 100 —200 years).

** For a higher annual growth rate, these limit values will be attained much sooner (see, e.g.., Chapter [,
p. 26),
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type 1I civilizations is possible over distances of 1000 light years, but
reception of information is possible only over distances corresponding to the
nearest stars. For band widths Af <100 Hz, signals from type II civilizations
can be detected anywhere in the Galaxy, whereas reception of information

is possible over distances greater than 1000 light years. The signals of

type III civilizations can be detected virtually anywhere in the observable
Universe. For band widths of 10 MHz, information can be transmitted only
to the nearest galaxies, whereas for sufficiently narrow bands, Af< 100 Hz,
information can be transmitted within the limits of the Metagalaxy.

Hence it follows that if at least one type 1I civiliza-
tion exists anywhere in our Galaxy or at least one type
I11 civilization exists anywhere in the Universe, and
these civilizations using their tremendous power
potential transmit continuously in all directions power-
ful monochromatic signals of band width Af< 100 Hz, we
should be able to detect these signals even without
knowing where the source is located.

This method of communication is the least advantageous in terms of
power. Other methods of transmission and reception require much lower
power levels. Consider a high-quality receiver with noise temperature
of 10°K and band width of 100 MHz which functions at 3 cm wavelength.
Suppose that this receiver is placed outside the atmosphere, where the
total noise temperature is determined by the receiver noises, being equal
to T, =10°K. Let us now delermine what power is needed for the detection
of signals or reception of information over distances of 1000 light years
for various reception and transmission techniques. We have chosen the
distance of 1000 light years because, according to some modern estimates
/2,3, 15/, this is the average distance to the nearest EC. Table 3.3 lists
the power values (in watt) necessary for signal detection and communication
over distances of 1000 light years assuming Af; < Af,. An area of 10%m?
was assumed for the receiving antenna, which corresponds to the area of
the largest modern radio telescopes in the centimeter and decimeter range.
For directional transmission, the table gives the product of power times the
antenna gain in dB- W and also the power corresponding to the gain g, =10°.
The dashes in the last two columns indicate that, formally, the condition
of pulse signal detection (t; < A#;) coincides with the condition of information
reception (see §2). Note that for the problem of communication with EC,
the main factor is not the relative pulse duration ?—f‘, but the length of time
{, between the successive pulses, which determines the rate of information
transmission by pulse signals. Since in our case Af, = Af,">10‘8, the
relative pulse durations listed in the table correspond to the following in-
formation transmission rates:*

L1010, 1074 107 107, 107°, 107
1
£>107,107° 1075, 107, 1075, 1, 107 sec
,,,tL< 10, 10°, 10°, 10%, 10% 1, 107? bivsec.
1

* On the assumption that binary pulses are used. If a pulsed code with some base as£2 is used, the
transmission rate figures should be multiplied by log, a.
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TABLE 3.3. Transmitter power needed for the detection of narrow band signals and communication over
distances of 1000 Iight years (A= 3 cm, Afy < Afz = 100 MHz, T, = 10°K)

Transmission

Isotropic continuous

Isotropic pulse
An
4
107!
1072
104
10-¢
10-8
10-19

Directional continu -
ous

Directional pulse
A
ll
10!
1072
10
1078
1078
10-10

nondirectional

reception
T, = 10°K
2-10%
2+ 10%
2.1029
2.1027
2-10%
2-.10%
2.10%
P, p, for
dB.W g= 10°
313 2.10%
303 2-10%
298  2-10%
273 2-10'8
253  2-10%
253 2-10%
L213 2-10%

Communication; a=100

directional reccption
Si=104m?;
Tp=10°K

1.5-10%

1.5°10%
1.5-10%
1.5-10%9
1.5- 107
1.5-10%
1.5-10"
P, for

&= 109
1.5.10M

Pig
dB-W
232

1.5-10"
1.5-10"
1.5-10%
172 1.5-10%
152 1.5-10%

222
212
192

L 132 1.5-10%

nondirectional
reception
T, =10°K

2- 1025

Py for
g=10°
2.10%

P
dB.wW
2563

Detection; f=10, T,=100 sec

directional reception

$= 10 m?;
T, =10°K
1.5- 107
Pig, p, for
dB.W g=10°
172 1.5-108

We see from Table 3.3 that type I civilizations will remain undetected
at a distance of 1000 light years in the case of continuous isotropic trans-

mission and nondirectional reception.

Signals from type II civilizations

can be detected under these conditions, but there is not enough power for

the reception of information.

to directional reception.

To ensure information reception, we should
switch over either to pulse or to directional transmission or, alternatively,

In the case of continuous isotropic reception and

directional reception, we can detect signals from type I civilizations
and receive information from type II civilizations over these distances.

¢ -
Isotropic pulse transmission with relative pulse duration (-%l—'—)< 1075

makes it possible to establish communication with type II civilizations using

a nondirectional receiving antenna.

The transition to a directional re-

ceiving antenna with an effective area of 10* m? makes it possible to establish
communication with type II civilizations for almost any relative pulse

Aty

duration. For (——)<10‘6, information can be received from type I civili-

ty

zations (at transmission rates lower than 100 bit/sec); in particular, for

At . . . .
(T')am-“’, when the rate of information transmission is higher than

1 bit/min, power of the order of 10" watt is required, and this figure is
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comparable with the present-day power output of mankind. In the case of
continuous directional transmission and nondirectional reception, we can
detect signals from type I civilizations and receive information from type II
civilizations. In case of directional reception and transmission, 101! kW
are required for the reception of information and 150 MW for the detection
of signals. Directional pulse transmission makes it possible to establish
communication with a type II civilization using a nondirectional receiving
antenna for pulses of any relative duration. For relative pulse duration
of less than 1073, communication with type I civilizations is possible if a
nondirectional receiving antenna is used; with a directional antenna having
an effective area of 10*m? communication with type I civilizations is
possible for any pulse duration {continuous transmission included). Finally,
in case of continuous pulse transmission with relative pulse duration of less
than 108 and reception with a directional antenna of effective area of 104 m?2,
a mere 1.5 MW is needed

Table 3.4 lists the power values required for the detection of signals with
a communication system with the same parameters assuming Af;>Af.
Note that in this case we can only discuss signal detection, since for Af,>Af,
communication inevitably involves signal distortion and loss of information.
This should be kept in mind in reference to the left half of the table, which
lists the power values required for this incomplete communication. In
distinction from the previous case (Afi<Af), the power in pulse transmission
now depends on the time spacing between the pulses, and not on the relative
pulse duration. When comparing the data of Table 3.4 with the previous
data of Table 3.3, we should remember that since now At, = Af]' < 107® the values
of #, listed in Table 3.4 correspond to the following relative pulse durations:

f=18 m It 24" I monty 1 year

t _ - _ _ _
%mo” 2-107"° 3-107" 107 4.107" 3.10
1

—16

Table 3.5 lists the minimum power values required for communication
over distances of 1000 light years assuming equal receiver and transmitter
band widths. Examining this table, we readily see that in case of directional
reception and transmission, detection of signals and communication can be
established over distances of 1000 light years with very small power,
especially if pulse transmission is used. From the point of view of power
requirements, this is the best method of communication. However, the
detection of these signals is very unlikely, unless the direction of transmis-
sion and reception are known in advance. Isotropic transmission should be
used, as we have noted before, to enable new subscribers to tune in. If
the transmission is continuous in time, it is better to use directional
receiving antennas subsequently scanning different parts of the sky. This
procedure requires power of the order of 10 — 107 watt, which is
available to type I civilizations. In case of pulse signals, especially
when the pulses follow one another at large intervals, it is better to use
a nondirectional antenna, since in this way a continuous sky survey can be
conducted and the probability of detection markedly increases. This
approach, however, requires power of the order of 10 — 10% watt. The
lower of these figures corresponds to very slow transmission (1 bit per
year), so that we should actually speak of signal detection, and not
information reception. (There is a possibility, however, that transmission
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rates of the order of 1 bit per hour or even 1 bit per year are acceptable
for call signals.) An even better way to search for pulse signals is with
the aid of a system of directional antennas, which jointly cover the entire
sky. If each antenna has an area S,=10*m?, power of 107 — 10" watt will
suffice for the detection of pulse signals.

TABLE 3.4. Transmitter power needed for the detection of wide-band signals in communication (with partial
loss of information) over distances of 1000 light years (A=3cm, Af,> Afz= 108 Hz, T, = 10°K)

Communication (x:nhl;c:)ss of information) Detection; f=10; % =100 sec
No.j Transmission [
nondirectional re- |directionalreception, | nondirectional re- | directionalreception,
ception, T, = 10°K |s,=10°m% 1, =10°K| ception, 7, =10°K | &=10"m% 7, =10°K
1| Isotropic
continuous
Afy = 10° 2.10% 1.5-10% 2. 10%% 1.5-108
Afy = 10%° 2-10%8 1.5 - 10% 2-10%7 1.5. 1079
2| Isotropic
pulse f;=
jsecc 92.1028 15 1018
1min 3.102 925.1018
1hr 6-10° 4-101 - -
gahr 2. 10 2. 101
I month 8-10 6. 108
! year 7-10% 5.107
31 Directional Py P, Pg P,y P P, Pig, P,
continuous dB-W for g, =10°] dB-W for g, =10° | dB*W forg=10°| dB- W for g, = 10°
Afy=10° 323 2.10% 242 15- 1015 263 2.1017 182 1.5-10°
Afy =101 333 2-10% 252 15- 10! 273 2.101® 192 1.5- 101
4| pirectional Pigy P ot P Py
pulse f,= dB-w for &1=10"{4p.w for g1 =10
|sec 233 2. 104 152 1.5 108
1min 215 3-10 | 134 2.5- 10
1 hr 197 6-10 ) 116 4 102 - -
24hr 184 2-10° | 103 4 -10_
1 month 169 8.107 88 6 10_2
. 1 year __158 T 195_ B 77 6 -10° |

Once two civilizations have discovered each other, they may establish
bilateral directional communication.* In this case, information can be
transmitted at a rate of 1 — 10% bits/sec over distances of 1000 light years
with power of the order of 108 — 10 watt, i.e., substantially less than the
power required for signal detection. This, apparently paradoxical,
conclusion is quite understandable: the high power needed for signal
detection is the price we have to pay for not knowing the subscriber's
address.

* The concept of bilaterally directional radio communication does not refer to a dialogue between
civilizations (no such dialogue is possible in interstellar communication, since the answer will take
thousands of years to cross the tremendous distance), but rather the two unilateral "monologues” trans-
mitted through a channel with a directional transmitting antenna and a directional receiving antenna.
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TABLE 3.5. Minimum power needed for signal detection and reception of information over distances of
1000 light years (Af, = Af, = Af; A =3 cm)

R ti fi ti
eception of information Detection; f~=10; ;=100 sec
a=100
No. Transmission
nondirectional re- Wirectional reception, | nondirectional re- |directional reception,
ception, T, =10°K [$:=10*m* 7, =10°K] ception, T, =10 | $,=10*m? 7, =~10°K
1 | Isotropic
continuous Af =
1 2.10% 1.5 101 2103 1.5. 1012
102 2-10% 1.5.1017 2.10% 1.5. 101
104 2. 10%7 1.5-10° 2102 1.5.10"
108 2.102% 1.5-102! 2.10% 1.5-10¢
108 2.10% 1.5-102% 2.10% 1.5- 1017
2 | Isotropic
pulse &=
1sec 2102 15-101
1min 3102 2.5- 1013
1hr 6101 4 101 _ _
24l 2.10' 2 .10
1 month 8- 1018 6 108
1 year 7-108 5 -107
3 | Directional P P o P Pr o | P Pr o] Pig P
continuous Af=|dB-W for g1=10 | dB-W for ge=10" |dB-W for g:1=10"| dB-W for g, =10
1 233 2. 101 15 1.5 - 108 213 2.1012 132 1.5-10¢
102 253 2:10'6 172 1.5-10% 223 2.1013 142 1.5-10°%
104 273 2-10'8 192 1.5-1010 233 2.10'4 152 1.5 10¢
108 293 2. 10%0 212 1.5-1012 243 2-1018 162 15-107
108 313 21022 232 1.5- 1014 253 2.108 172 1.5-10%
4 ) Directional
pulse ¢ =
1€ 333 2-1014 ] 152 1.5-108
jmin 215 3.1012 134 2.5 104
1hr 197 6.1010 | 116 4 .10 - _
o4 184 2.10° | 103 2 .10
1 month 169 8-107 88 6 107,
I year 158 7-10° 77 5 .10 B

Let us now try to establish the cost of interstellar communication.
Consider two civilizations at a distance of 1000 light years from each
other which have established bilaterally directional radio communication
using a high-frequency channel of 1 Hz band width. From Table 3.5 we
find the transmitter power needed for this communication; it is 1000 kW,
which is easily accessible to civilizations on our level. The signal-to-
noise ratio at the reception point will then be 100, and this is again quite
adequate for establishing reliable radio communication with the aid of
binary PCM. The transmission rate of PCM information through a 1 Hz
wide channel is 1 bit/sec. Let us find the cost of a 100 word transmission
through this channel. The message is composed using a 30-letter al-
phabet and each word contains on the average five letters. Our message
then contains 2.5 *10® bits of information (see § 1) and if transmitted at
a rate of 1 bit/sec, it will take 2,5.10% sec. Assuming a transmitter power
of 1000 kW, the message will consume about 700 kW-hr of energy, costing
about 28 rubles. We see that the communication with extraterrestrial
civilizations is not very expensive. The main problem is to discover your

counterpart.
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FIGURE 45, Minimum transmitter power (Af; = AJ; = Af) vs. communication range at centimeter wavelengths for various
methods of reception and transmission.

1 — range of communication for isotsopic transmission and nondirectional reception: 2 — range of detection for isotropic
transmission and nondirectional reception; 3 — isotropic transmission of pulse signals, nondirectional reception; 4 —
range of communication for isotropic transmission and directional reception, effective area of receiving antenna
Se=10'm%; 5 — range of detection for isotropic trangmission and directional reception; 8 — isotropic transmission of
pulse signals, directional reception; 7 — range of communication for directional transmission and directional reception,
&= 10°% 5,= 10'm?% 8 — range of detection for directional transmission and reception; 9 — directional transmission of

pulse signals, directional reception; ¢ is the time spacing between the pulses. The calculations were made for A =3cm,
a=100, p=10, 7, =10°K.
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Figure 45 plots the minimum transmission power vs. the range of
communication for various methods of reception and transmission. In
the top left corner of the figure lies the region of isotropic transmission
of wide-band signals with nondirectional reception. In the bottom right
corner we have the region corresponding to directional transmission of
narrow-band or pulse signals and directional reception. All the inter-
mediate cases fall in between.

It is left to the reader to choose on the ordinate axis the power values
corresponding to his skepticism or imagination, and to determine the
optimum methods of transmission and reception for any distance in the
Universe.

Let us try to estimate the possibility of detection of EC which do not
send special signals (by "listening in'' to their internal radio transmissions).
The power involved in these transmissions will be of the order of 105—106
watt. At this power level, the isotropic wide-band ultra-short-wave
transmissions cannot be detected even from the nearest stars. Interception
of highly directional radio transmissions with a directivity coefficient of the
order of 10°, which extraterrestrial civilizations may use for some special
purposes (e. g., interplanetary communication), is possible over distances
of a few hundreds and even thousands of light years. However, the pro-
bability that such a tight message will be accidentally intercepted by the
receiving antenna is very low. The planetary rotation increases this
probability, but it nevertheless remains low, if we remember that at a
distance of 100 — 1000 light years there are less than ten transmitting
EC. Thus detection of extraterrestrial civilizations with
the aid of their routine radio communications is
virtually impossible. To become detectable, they
must transmit special signals in the form of powerful
isotropic radiation or in the form of highly directional
radiation with a scanning antenna.*

Radio communication between galaxies

Let us consider some specific features of intergalactic radio com-
munication. There is probably at least one civilization per galaxy capable
of transmitting and receiving information, so that it is worth trying to
probe the individual galaxies with directional receiving and transmitting
antennas. The antenna directivity should be chosen so that the beam
would cover the entire galaxy, i.e., so that ¢=0, where ¢ is the angular
size of the galaxy, and 6 is the beam width. Using relation (3.55)
between beam width and directivity coefficient and the dependence of the
angular size of a galaxy on its distance, we may write this condition
in the form

L2 10
R TG (3.69)

where [ is the mean linear size of a galaxy. Suppose a civilization
situated in a certain galaxy sends an isotropic transmission (g,=1) and

% From the point of view of reception and power requirements, this system is equivalent to isotropic
pulse transmission.
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another civilization in a nearby galaxy uses a directional receiving antenna
of gain g, satisfying (3.69). Inserting the corresponding values of g, and g,
in (3.33c), we obtain an expression of the power needed for this com-
munication:

2
Py = 16akT, aF ()’ (3.70)

This isa paradoxical result, because the required power turns out
to be independent of distance! The same conclusion is obtained if
some EC sends a transmission directed at another galaxy with an antenna

2
which completely covers the recipient (g, =10 %), whereas the civilization

in the receiving galaxy uses a nondirectional antenna (g2=1). Let us
calculate the numerical value of the power needed for this kind of inter-
galactic communication. Setting in (3.70) a=100, T, =10°K, i=3 cm,
Af=1 Hz, we find P;=2 -10% watt.

In case of bilaterally directional communication between the galaxies,
the receiving and the transmitting antenna gains satisfy (3.69). The power
needed for this communication is therefore

16akTy AfL*
P = —mmzi—- (3.71)

This result is even more puzzling: the greater the distance
between the communicating galaxies, the lower is the
power needed for establishing the communication!
Troitskii /6/ was the first to call attention to these peculiar features
of intergalactic communication. They seem to stem from condition
(3.69), i.e., they are basically associated with the fact that the antenna
directivity is a function of the angular dimensions of the galaxy (the area
of each antenna has to be increased in proportion to the intergalactic
distance). The antenna parameters and the power required for inter-
galactic communication emerge from Table 3.6, which lists the directivity
coefficients, the receiving antenna areas, and the power for communication
with two neighbor galaxies (the Large Magellanic Cloud and the Andromeda
Nebula) and with some other typical galaxy with dimensions of the order
of 10% light years. Here, as before, a=100, T, =10°K, Af,=Af,=Af=1 Hz.

TABLE 3.6. The directivity coefficient of antennas and the required power for intergalactic communication

Large
Galaxies Magellanic| Andromeda A typical galaxy with £ =10° light years
Cloud
Distance in light years . 2-10° 2.10° 107 10® 10° 10%
Angular dimensions . . . 9° 3% 5 34’ 206" 21" 2"
Directivity coefficient of
receiving antenna . . . 360 3-10° 10° 107 10° o't
Area (m® at A=38.5cm . | 0.04 0.3 10 10° 108 107
Transmitter power, watt. | 6-10% 102 2-10%2 2.10% 2-10" 2-10%
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Monochromatic signals. Frequency scanning

We have so far considered the power aspects of communication. Now
we can discuss in more detail the various aspects relating to signal band
width. Here we should distinguish between two cases: wide-band signals
with a virtually continuous spectrum (Av~+v) and narrow-band monochro-
matic signals with a band width substantially narrower than the frequency
(Aviv).

Frequency scanning constitutes one of the basic stages in any search
for narrow-band signals. As we have noted before, the band width in low-
speed transmission (e.g., in case of call signals) is determined entirely
by the stability of the transmitted signal, It may be as low as fractions
of Hz. On the other hand, the width of the optimum frequency range where
EC signals can be expected is of the order of 10 — 10! Hz. Our problem
is thus how to detect a narrow line of relative width of 10~ — 10710 in this
frequency range. Since the direction in which these signals should be sought
is not known either, the problem, to borrow Purcell's expression, is not
unlike that of trying to meet a certain person in New York City without
having previously agreed on a meeting place. Nevertheless, this complex
problem is basically and technically solvable.

We will first consider the question of frequency scanning, and then
proceed to direction scanning. There are two methods of frequency
scanning currently known: a single-channel scanning receiver with
automatic frequency tuning or a multichannel receiver with narrow-band
filters, each tuned to a certain frequency and all the filters jointly covering
the entire frequency range. Which of the two techniques is to be preferred?
To answer this question, we have to use some logical evaluation criterion.
Siforov /8/ proposed the following criterion. In order to detect EC signals,
we have to ensure reception of a sufficient quantity of information which
will indicate with high reliability the artificial origin of the radio source.

It is therefore best to use those signal detection methods which provide
the essential minimum of information in minimum time. ILet us now
evaluate the two frequency scanning techniques from this point of view.

Consider a single-channel scanning receiver with continuous frequency
tuning, the block diagram of which is shown in Figure 46.

FIGURE 46. Block diagram of a single-channel frequency -scan-
ning receiver:

A — antenna, HFA — high frequency amplifier, O — oscillator,
M — mixer, F— filter, IFA — intermediate-frequency amplifier,
D — detector, LFA — low-frequency amplifier, R — recorder.
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The oscillator frequency v, follows the frequency of the tunable HF
amplifier. The mixer transforms the instantaneous high frequency v into
a constant intermediate frequency vy,=v—v,,. After the mixer, the signal
is passed through an intermediate-frequency filter, amplified, detected,
and transmitted to a recorder through a low-frequency amplifier. The
receiver band width Af, is limited by the intermediate-frequency filter,
Afa=Af,,. Let Af be the time for the current frequency to scan a frequency
band Af;. As this band width is being scanned, the filter input receives

a certain signal x(f) of duration Af whose band width is Af=A/{t. To ensure
undistorted transmission of this signal through the filter, we should clearly
have Af<Af, or at = Af;'. Hence it follows, that the rate of frequency
variation in this tunable system depends on the receiver band width Af,:

dv Afq

= = 2 <(Af). (3.72)
This rate of tuning is limited from above, and the time of scanning of a
given frequency band therefore cannot be made as small as desired. The
maximum rate of frequency variation is

(s = (0722, (3.73)

and the corresponding minimum scanning time for a frequency band Af, is

At =B (3.74)

min

Let Afo be the scamned frequency range. The total scanning time
required for the current tunable frequency to run through the entire
relevant range is thus

T =N Al =131% , (3.75)
where N is the number of elementary frequency bands, i.e., receiver
bands Af,, accommodated in the scanned frequency range. We thus see
that the time of frequency scanning is inversely proportional to the square of
the band width of a single-channel scanning receiver. This is quite under-
standable, since a decrease of the receiver band width, on the one hand,
increases the number of elementary bands into which the scanned frequency
range is divided and, on the other, increases the scanning time in each
elementary band (since the rate of frequency variation decreases in
proportion to the square of the band width). )

Let us now express the scanning time as a function of the distance to the
source. Since Af,ccR2, equation (3.75) may be written in the form

7,0 AfoRY. (3.76)

Thus, for the particular reception technique using a single-channel
scanning receiver, the time of search for monochromatic EC signals is
seen to be directly proportional to the total frequency band Af, in which the
search is conducted and to the fourth power of the distance to the sending
civilization.
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If we use a multichannel receiver made up of N channels of band width
Afy each, all the channels fully covering the required frequency range
(NAf2=Afo), the total frequency scanning time will be equal to the time to scan
a single channel. It follows from (3.74) that in this case the time is in-
versely proportional to the band width of each channel or, using the relation-
ship between range and band width, it is proportional to the square of the
distance between civilizations.

Consider a search for signals at 3 cm wavelength when the distance
to the sending civilization is 1000 light years, the transmitter power is
150 MW, the transmitting antenna gain is 90 dB, the effective area of the
receiving anterna is 10*m?, and the noise temperature is 10°K. Suppose
that information can be received for signal-to-noise ratios of 100, We
see from Table 3.5 that the receiver band width in this case should be
100 Hz. The minimum scanning time for this band width is of the order
of 0.01 sec. If a single-channel scanning receiver is used, several years
will be needed to scan the entire frequency range around 3 cm (Afy=10%Hz),
A multichannel receiver comprising 10% channels each 100 Hz high will scan
the entire frequency range in a time of the order of 0.01 sec. If the
distance to the sending civilization is increased 10-fold, the scanning time
with a multichannel receiver will increase 100-fold reaching 1 sec, whereas
for a single-channel scanning receiver the time will increase by a factor
of 10%, reaching 30,000 years.

Wethus seethat the scanning time of a continuously tunable
single-channel receiver is much longer than the scan-
ning time of a multichannel receiver. Moreover, as the
distance between the civilizations increases, the scanning time with a
single-channel receiver grows much faster (rimocR") than the scanning time
of a multichannel system (7,e<R?2).

All this renders single-channel scanning receivers practically useless
for the detection of monochromatic signals from extraterrestrial civiliza-
tions. This problem can be tackled more successfully using multichannel
receivers with a great number of narrow-band filters. It should be kept in
mind that the reduction of scanning time is accomplished as a result of
a much greater complexity of the receiving equipment, the instrumental
complexity (the number of channels in the receiver) increasing in proportion
to R, Nevertheless, it seems that this complexity is not without its
advantages /8/, since band filters (and other components used in multi-
channel systems) are cheap and readily accessible.

A multichannel system specifically designed for the detection of mono-
chromatic EC signals was proposed by Kotel'nikov /16/. A block diagram
of thereceiver is shown in Figure47. Here Aistheantenna, AMistheamplifier
which also transforms the frequency of the incoming signals, ifnecessary, Fare
filters of band width Af, covering jointly the entire frequency range, D are the
detectors, Iaretheintegratorsintegrating the energy which passes through the
filter ina time v, T arethethresholddevices whichproduce anoutput signal only
if the energy transmitted through the filter ina time 1t exceeds a certain
threshold value.

This receiver clearly cannot be used in reception of information
transmitted by one of the amplitude modulation techniques. However,
information may be sent by varying the frequency of the signal from one
transmission to the next. In this case, a signal will appear in one of the
receiver channels, and every successive transmission will be picked up
by a different channel.
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(o 1]
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FIGURE 47. Kotel'nikov's multichannel frequency-
scanning receiver:

A — antenna, AM — amplifier, F — narrow-band filters,
D — detectors, 1 — integrators, T — threshold elements.

The appearance of a signal in a new channel may be regarded as a
certain message. Since one out of V¥ possible channels is selected, each
of these messages contains logy ¥V information units (see §1). The rate
of information transmission of this system is thus

!
g=18N (3.77)

Let us now find the range of communication. For bilaterally directional
radio communication, the range of signal reception with Kotel'nikov's
receiver is

R=( 2B @19) oz
The factor ¥ in the denominator depends on the number of channels N,

the band width Af of each channel, and the particular threshold used,

which in its turn is determined by the probability of a false response

p.. of the system (as a result of random noise in the receiver) and

the probability of missing a signal p,,.. The range of communication

increases with the decrease in ¥. The minimum value of ¥ is attained

for Af=1i; it is equal to

‘I’m.n=(‘/ln;’:%—2+]/1n-‘—~2)2, (3.79)

Piniss

This ¥ for a given t gives the maximum range of communication:

—_ Pg\S, s
Rinax = (m) . (3.80)

This expression is analogous to (3.33). The only difference is that the
« in the numerator has been replaced with ¥nm; its meaning is the same
as that of ¢, since it is determined by the system threshold. It follows
from the last two relations that the maximum range of communication
falls with an increase in the number of channels and an increase in the
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band width of each channel. If a certain frequency band Af; is to be scanned,
we have Af=—ANﬁ. As N increases, the frequency band of each channel

decreases faster than Wmn increases; as a result, the maximum range of
communication increases with the increase in the number of channels. For

Af > -117, we have
¥ = (2¥niat Af)" (3.81)

and for a given frequency interval Af,, the range of communication is

(PSS ,/ <N b
R_(4,-:k;‘n 2‘}’,,,“,%) . (3.82)

Let us consider one example. An EC transmitter of 100 MW power
sends monochromatic signals in the 3 cm wavelength range in the form
of pulses of 100 sec duration, varying the pulse frequency from one trans-
mission to the next. The transmitting antenna has a gain of 10°%, and the
reception is carried out with an antenna of 10*m? area and Kotel'nikov's

"receiver with N=10°% channels, noise temperature 7,=10°K, integration
time t=100 sec, channel width 1 Hz; the false response probability and
the signal omission probability are 1075, Inserting these values of
N, 1. A, p;,, and p,_. in(3.79) and (3.81), we find ¥=120. Equation (3.78)
then gives the range R=7-10% light years. The transmission rate of this
communication system is 0.01 log, 10° = 0.3 bit/sec. As Tt decreases,
the range of communication slowly diminishes, whereas the transmission
rate increases fairly rapidly. If we take in our example 1=1 sec, we
find W=Wpnn="73, R=9-10% light years, and the transmission rate will
increase to 30 bit/sec.

It is interesting to compare these numbers with the corresponding data
for a single-channel receiver operating at a fixed frequency. Using
Figure 45 we find that for P;= 108 watt, g1= 108, S,=10% m, T, = 10°K,
Af=1 Hz, and «= 100 the range of bilaterally directed communication is
8+10% light years and the transmission rate is 1 bit/sec, i.e., 1/30 of
the transmission rate attainable with Kotel'nikov's system for the same
range of communijcation. The range of detection for these system
parameters and =10, 12=100 sec is 8- 10* light years, i.e., of the same
order of magnitude as the range of communication attainable with
a multichamnel receiver with transmission rate of 0.3 bit/sec and equal
other parameters.

We thus conclude that Kotel'nikov's multichannel receiver
is an optimal system for searching for monochromatic
signals when the frequency band to be scanned is not toc
wide. However, the number of channels required to detect a line
narrower than 1 Hz in a frequency band of 10° — 10!! Hz is uncomfortably
large. To avoid this difficulty, Troitskii proposed an original combination
method. A specizal spectrum analyzer is applied to cover simultaneously
a sufficiently wide part of the spectrum with band width Afo of the order
of 1 MHz. In this way, the presence or absence of a monochromatic
sine signal in some frequency range can be immediately established. The
exact frequency of the signal is not determined, and only some wide
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frequency band Af, containing the signal is identified. Once the relevant
frequency interval has been identified, a multichannel receiver is applied
to exactly determine the signal frequency. For a channel width of 1 Hz,
10% channels are required to cover a band of Afo=1 MHz in which a signal
has been detected. This is not an excessively large number of channels.
Moreover, the construction of a multichannel receiver covering the par-
ticular frequency interval will be justified by the detection of a signal in
that interval.

This method should be first applied to frequencies
near the 21 cm hydrogen line, near its harmonics, near
the 18 em hydroxyl OH line, andalsopossiblynear thel.25cm
ammonia line and the 0.4 cm formaldehyde line used in molecular masers.

Direction scanning

Let us now consider the direction scanning in the general search for
signals. Suppose that the distance to the nearest civilization sending
meaningful signals into space does not exceed some value R. Then the
signals can be detected by examining the stars lying in a sphere of radius
R around the Sun. How many stars will have to be examined in this way?
The mean interstellar distance in the neighborhood of the Sun is about
2.2 pc (i. e., about 7 light years). The stellar density here is thus 0.1
stars per pc® or 0,003 stars per cubic light year. Let R=1000 light
years. A sphere of this radius will contain 10 million stars. The number
of suitable candidates can be reduced if we remember that only a small
fraction (at most 1%) may have planetary systems capable of sustaining
life. We are thus faced with a very difficult and highly undeterminate
problem: to choose a few hundred thousand stars from among 10 million
which are likely to sustain highly developed civilizations. Ironically,
the situation is much simpler with the search for civilizations in other
galaxies (this problem has been treated above). Let us return to stars,
however.

An optimum system for a search for signals sent from an unknown
direction comprises directional fixed antennas whose beams cover the
entire sky. If the sending EC transmits in all directions in space, it can
be detected without difficulty. We have seen, however (Table 3.5), that
this isotropic transmission requires a tremendous transmitter power and
a highly directional receiving antenna. For a distance of 1000 light years
and a transmitter band width of 1000 MHz, a power of the order of 10%
watt is required (this power is available only to type II civilizations)
and the receiving antenna should have an effective area of 10% m? (assuming
T.=10°K). This antenna has a directivity of 108 in the centimeter range,
and some 100 million such antennas will be needed to cover the entire sky.
Such a detection system clearly may be set up within the next 100 years.
However, this project falls beyond the current financial resources of man-
kind.

The requirements regarding antenna area, the number of receiving
antennas, and transmitter power can be relaxed if a directional trans-
mitting antenna is used. Following V. A. Kotel'nikov, let us consider
two civilizations A and B, distant R from each other. Civilization A4
transmits with a highly beamed antenna, and civilization B is at the
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receiving end. Civilization 4 is not aware of the location of civilization
B and the direction in which the signals should be sent is not known to start
with. The antenna beam should therefore "trace' the entire sky. Let 1

be the transmission length and o the antenna solid angle (m=4—;I ) To scan

the entire celestial sphere, it takes

47

lo= 4 T=28%. (3.83)

Suppose that civilization B has a detection system which comprises
an assembly of directional antennas covering the celestial sphere. One
of these antennas is aimed at civilization A. The receiver connected to
this antenna records a signal at the time when the transmitting antenna
of civilization A is aimed at civilization B. The signal detection experi-
ment will take a time { much longer than #. The signal from civilization A
will therefore be picked up several times, at equal time intervals /.

In this way, it can be reliably distinguished from random noise. The
time of detection can be somewhat reduced if civilization 4, instead of
scanning the entire sky, will concentrate on a limited number of suitable
stars lying in a sphere of radius R (which naturally includes civilization B)
and then send signals only in the direction of these chosen stars, shifting
the antenna from one star to another.

Suppose that civilization Ais distant 1000 light years, the transmitter
power is 107 watt (this is available to type I civilizations), Af=1000 MHz,
transmitting antenna directivity g=10°% 7=3.5 cm, transmission time
1=3 sec. From (3.83) we then find that 3-10° sec or 100 years will be
needed to scan the entire celestial sphere. The time to scan all the
stars inside a sphere of 1000 light years radius is 3-107 sec = 1 year.

If only the most suitable stars are scanned (assuming that about 1% of the
stars will support advanced civilizations), the total scanning time will be
3:10% gec or about 3.5 days. With a transmitter power of 107 watt and

a band width of 1000 MHz, a fairly humble receiving antenna with an
effective area of about 100 m? (and 7, = 10°K) is required to detect signals
over a distance of 1000 light years. One million such antennas will cover
the entire sky simultaneously. Kotel'nikov proposed using multibeam
antennas (technically, this is feasible, since each antenna is stationary),
and the number of covering antennas can be reduced at least by one order
of magnitude in this way. To reduce the number of antennas even further,
he suggests dividing the sky into several areas and studying each area
separately. This naturally will lengthen the detection time. Thus, in our
case, when the scanning time for all the suitable stars is about 3.5 days,
the celestial sphere can be divided into 10 parts, scanning each area

in 36 days (during this period, the signal should appear at least ten times);
the entire experiment will then be completed in 1 year, and it will require
10% ten-beam antennas. If R=100 light years, the scanning time for the
suitable stars is 300 sec. The sky can be divided into 10* areas and, scan-
ning each area for 3000 sec {(the signal will appear at least 10 times during
this period), we will complete the experiment again in 1 year. The re-
ceiving antenna area needed to detect signals over a distance of 100 light
years is 1 m?, and the antenna directivity is 10%, i.e., a single antenna
will cover each of the areas! If R=10% light years, the scanning time for
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the most suitable stars will be 3+ 10% sec or about 10 years. Further
division of the sky into areas will greatly prolong the experiment. And
yet, for complete coverage of the sky at this distance, we will neced 108
antennas of 104 m? each. Thus, given the transmitter power
and bandwidth, the directivity of the transmitting
antenna, and the transmission time v, we can establish
the optimum distance to other civilizations for which
multiantenna detection systems are practicable. In our
example, this optimum distance is of the order of
1000 light years.

The above reasoning applies to the search for wide-band signals, as
well as monochromatic signals. The only difference is that in a search
for monochromatic signals each antenna of the detection system should be
provided with a multichannel receiver. For example, consider Kotel'nikov's
receiver with 10° channels, T, =30°K, Af=0.3 Hz; let the transmitting
civilization use a 10° watt {ransmitter and a 10%® m? antenna, sending 10 em
monochromatic signals of duration r=3 sec. Signal detection will then
require a multiantenna system whose parameters are listed in Table 3.7.

TABLE 3.7. The paranctars of a detection system for manodkzomatic 1C signals ( Py = 10% watr, S, = 10°m?,
A=100m, T=3 e, XN =10% Af=0.311z Iy =30°K) according to Kotel nikov 7167
5 - = = 0 s
< = =
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5] = z s = el - = «— 2
p = oy 73 o sLzl 283 °
< $ © £ 2 ERE £ g sz 7| 5 & L3
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2000 10® 10 years 26 days 400 480 N0O 1 480 020
1000 10 Iy.oar 1 days 100 120.000 10 12.000
270 10° 36 day- A hortes 25 30 000 100 300
200 10 4 day: : hoar 4 4.309 1090 5

On the bhasis of these data, Kotel'nikov came to the conclusion that
radio signals from civilizations of our (or slightly higher) level definitely
can be detected if there is at least one such civilization in 108 stars. If
there is only one civilization in 107 stars, iis detection prescnts a much
more difficult problem, bhut it is nevertheless feasible under certain
conditions. One civilization in 102 stars is extremely difficult to detect
by the present-day means.

Wide-band signals. Sky surveys
Consider the search for wide-band signals. When the band width is
of the order of magnitude of the transmitted frequency, the artificial

signal is similar to the radio emission of natural sources. This leads
to two conclusions. First, wide-band signals can be detected using
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conventional radio astronomical equipment. Second, to detect wide-band
signals, we should first establish how to distinguish the artificial from
natural signals. After all, before attempting to decode the signal, we must
be sure that we are dealing with an artificial source, which has to be
identified among a multitude of natural radio sources. This brings us back
to the problem of artificiality criteria, discussed in §3.

Any systematic search for artificial sources should include as a first
step the discovery of all the radio sources followed by sifting in accordance
with the likely artificiality criteria. Complete sky surveys in the radio
spectrum should thus be launched. The meter and the decimeter wave-
length range has been studied in fairly great detail. Detailed catalogues
have been assembled for these wavelengths, listing all sources with
radio fluxes down to 10-26 watt/m? . Hz. The situation is much worse
in the centimeter range, however. No complete sky survey has been
carried out in this range, and yet it is at these wavelengths that the
civilizations are likely to communicate. Therefore, one of the
immediate tasks is the organization of a detailed sky
survey in the centimeter range using high-sensitivity
astronomical equipment. .

What are the requirements to be met by a radio telescope used in this
survey ? We should naturally strive to minimize the total survey time,

And yet the radio telescope should have a maximum sensitivity or, in

other words, the receiving antenna should be made as large as possible.
Sky surveys can conveniently utilize the diurnal rotation of the earth.
Consider a radio telescope with the antenna axis fixed in the meridional
plane. The diurnal rotation of the Earth will successively aim the

antenna pattern at different areas of the celestial sphere, all lying on

the same diurnal parallel. In 24 hours, the telescope will survey a ring
strip of the sky of width 20,, where 268, is the vertical width of the antenna
pattern between half-power points. Now we can displace the antenna through
a distance 26, in declination, and it will survey a new annular strip during
the next day; this strip adjoins the previous one and has the same width 28,.
The total time to survey the entire sky will clearly be

x_

Ty=g, ~ 3~ days, (3.84)
where h is the vertical dimension of the radio telescope dish. The survey
time thus decreases as 6, increases or as the vertical dimension k of the
dish decreases. For a given surface area, the minimum
survey time is ensured if the vertical dimension of the
reflecting surface is much less than the horizontal
dimension, while the vertical dimension of the antenna
pattern is much greater than the horizontal dimension
(6,>0,), In other words, the radio telescope should have
a "knife-edge'’ antenna.

Consider a radio telescope with an antenna in the form of a paraboloid
of revolution 50 m in diameter (sur'face area 2000 m?). This antenna has
a symmetric pattern, whose width at 1 cm wavelength is 20,=28,=26, ;=2 10~
radian = 40", Inserting this value of 6, in (3.84), we obtain for the total
survey time To= 43 years. Let us now consider an antenna in the form of a
parabolic cylinder with horizontal span (=400 m and height A=5 m.
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This antenna, for the same geometrical area of 2000 m?, has a "knife-edge'

pattern with 26,=5" and 28,=7' (at 1 wavelength), and the total survey time
will be 4.3 years. We see from this example that a radio telescope with a
"knife-edge' antenna pattern not only greatly reduces the survey time, but
algo ensures a high resolving power (at least in one coordinate). When
considering very large radio telescopes, whose size approaches the limit
fixed by effects associated with radio brightness fluctuations of the meta-
galactic background and the atmosphere, we notice another important
advantage of "knife-edge' antennas: they ensure the maximum sensitivity
for a given antenna surface.

Two ''knife-edge' antenna designs are currently known: Kaidanovskii
and Khaikin's variable profile antenna (VPA) and the Krauss radio telescope.
Figure 48 is a photograph of the large Pulkovo radio telescope with a
variable profile antenna. The telescope is made up of separate shields,
mounted along the arc of a circle. Each shield can be moved along the
circle radius, turning in azimuth and position angle. By appropriately
moving the separate shields, the reflecting surface can be rearranged
so that the radiotelescope is aimed at a desired point of the sky. Thehorizontal
width of the antenna patternis determinedbythe horizontal span of the antenna
(the length of the chord spanned by the working sector); thevertical width for
observationsnear the horizonis determined by the height of the shields. Asthe
positionangle increases, thevertical width of the antenna patterndiminishes,
and in the zenith (when the VPA is a closed circle) it is equal to the horizontal
width: the "knife-edge'' patternisthustransformedintoa '"pencil-beam' pat-
tern. This effect increases the survey time. Krauss' radiotelescope ismore
suitable for sky survey purposes (Figure 49). It consists of two separate
reflecting surfaces: a fixed parabolic reflector whose optical axis is aligned
in the meridional plane, and a moving plane reflector which may be rotated
about a horizontal axis, ensuring observations at various position angles
in the meridian. This radio telescope has a "knife-edge' pattern, whose
vertical width is determined by the height of the parabolic reflector and
is independent of the source position angle. A slightly modified form of
this radio telescope, operating at 21 cm, has been recently built in France
(Figure 50).

FIGURE 48. The laige Pulkovo radio telescope with variable profile antenna.
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FIGURI 49. The Kraass radio telescope (USA).

When the sky survey has been completed, the sources should be sorted
out according to some criteria. The criterion of angular dimensions is
probably the most suitable to this end. One of the possible approaches is to
identify all the sources with angular dimensions less than 0.1 and radio
fluxes up to 1027 watt/m? - Hz (omitting all the natural sources of large
angular dimensions). This problem can be solved with high-sensitivity
radio interferometers consisting of large antennas of 10% — 10*m? areas
separated to a distance of the order of 108 — 107 wavelengths (in the centi-
meter range).

The selection of radio sources with angular dimensions of less than
0".1 should be regarded as the first preliminary stage of the program.
Radio interferometers with an ultralong basec, using the existing network
of radio telescopes (a global system of radio interferometers), will attain
a resolving power of 0".001 ( a resolving power of 0'.005 has already been
attained). In the future, Earth spacecraft radio interferometers will probably
be created. This will ensure bases of the order of 1 a.u. and reach
resolving powers of the order of 1078 angular second in the centimeter
wavelength range. The selected sources will then have to be carefully
studied using the various artificiality criteria. This opens wide horizons
for future studies.

From the point of view of radio astronomy, artificial radio sources must
possess certain unusual properties, i.e., an artificial source is a priori a
peculiar radio source. The problem of discovering and studying peculiar
radio sources is one of the basic tasks of radio astronomy. In this respect,
our problem of search for extraterrestrial civilizations is closecly linked
with one of the most topical and pressing problems of radio astronomy.
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FIGURE 50. The Nangay radio telescope (France), operating at 21 cm wavelength,

The cffective antenna area is 7000 m?, honzontal beam width 3.5, vertical beam width 20'. The receiver has
15 channels of 280 kilz band width cach.
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Chapter IV

METHODS OF MESSAGE DECODING

§1, INTRODUCTION

The problem of signal decoding evidently occupies an important position
among the various topics relating to communication with interstellar
civilizations.

Every astronomer, analyzing the signals from various celestial objects,
uses his own decoding system in the interpretation of his observations.
However, the information discussed in connection with extraterrestrial
civilizations is not the kind of information confined to the particular source:
this information in principle reflects the structure of the Universe, including
the organization of a certain society of "intelligent beings," i.e., it covers
approximately the same scope as the 'terrestrial'’ literature.

A characteristic feature of the problem of decoding of messages from
extraterrestrial civilizations is the virtually total lack of any prior informa-
tion or knowledge about these civilizations. We are thus faced essentially
with a problem of decoding an arbitrary text.

Until recently, the problem of decoding of arbitrary texts did not attract
particular attention in linguistics. Nevertheless, some decoding methods
are available, using a minimum of preliminary information about the text.
The general ideas underlying these decoding methods appear quite interesting,
and the experimental results are very promising. It is hoped that the
"extraterrestrial bias' will provide a strong stimulus to the development of
this direction in linguistics.

There is always a chance that some accidental development will help to
decode the message. It would seem that the messages from extraterrestrial
civilizations would be organized in such a way as to simplify their decoding
as far as possible. It is more prudent to assume, however, that the decoding
of these messages will present considerable difficulties, no smaller, say,
than the decoding of inscriptions in ancient lost languages. This approach is
particularly important in that it prepares us for a linguistic struggle with
extraterrestrial messages, and does not limit our task to mere detection.
For a professional linguist, the tackling of codes and ciphers is a highly
attractive occupation, which requires deep insight into the structure and the
nature of language.

Interstellar linguistics also presents another problem (besides decoding).
This is the problem of creating the most effective language for interstellar
communication, It is particularly attractive in that every linguist goes all
the way toward creating a certain consistent language, whereas there can
hardly be a man capable of developing a full range of decuding methods.
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However, the topical interest of this problem lies elsewhere, since inter-
stellar communication cannot take the form of a dialogue. In the best case,

a response to a message will be received after several centuries., If, on

the other hand, extraterrestrial civilizations will take longer over responding
to a message than it takes us to crack their code (or will lose interest
altogether), interstellar communication willnever progress beyond the realm
of science fiction.

Interstellar communication is apparently not unlike literary activity: the
messages are broadcast by the author civilization in all directions (just like
books sent to various libraries and bookstores); the sender does not
expect any response, just as the author never writes a book for the sake of
a review. The reward is the privilege of getting acquainted with messages
sent from other worlds.

Mankind will clearly make its first steps in interstellar society as a
reader, rather than a writer. The problem of message decoding is therefore
much more pressing than the problem of developing interstellar languages,
at least at the present stage.

The aim of this chapter is to acquaint the reader with new linguistic
methods of message decoding.

These methods are computer oriented and therefore basically reduce to
algorithms, setis of instructions for a computer. For the reader's conve-
nience, the algorithms are presented in generalized condensed form, with
omission of most of the insignificant details.

The aim of decoding methods is two-fold. In practice, they are designed
for cracking code messages. Theoretically, decoding algorithms present
definitions of the linguistic features that they recognize in the message. In
this respect, they are of particular interest to the professional linguist,

The main significance of algorithms from this theoretical point of view is
that they provide general methods of analysis, suitable for repeated applica-
tion. The generality of the algorithms imposes natural restrictions on the
intuition and the whim of the linguist.

This two~fold aim presents different requirements to be satisfied by the
algorithms; on the one hand, they should provide accurate results, and on
the other hand, they should be as free as possible from arbitrary features
and logical ambiguities. For example, we tried to avoid the use of "empiri~
cal' numerical constants. In cases when the arbitrary approach was inevi-
table, we tried to apply simple solutions. This includes the construction of
"estimate functions' of maximum simplicity. Occasionally, we reproduce
algorithms which are known to provide unsatisfactory results, because their
"scheme' may prove helpful in future work.

The reader will notice that the material presented in this chapter is of
uniform interest. We wanted to focus our attention on the "basic' algorithms
— the algorithm of identification of two groups of letters, the semantic algo-
rithm, the algorithm of search for the sentence graph, algorithms identifying
code sequences and morphemes, pattern decoding algorithms, and letter
comparison algorithms.

Some readers may think that algorithms identifying vowels and consonants
have only remote relation to interstellar communication problems. We want
to stress, however, that all the algorithms are amenable to a more general
interpretation (this point will be discussed in greater detail later on).
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§2. THE CONCEPT OF A MESSAGE, ITS
INTELLIGIBILITY AND MEANINGFULNESS

Definition of message

The aim of the present section is to provide an exact formulation of the
basic concepts and problems encountered in decoding. It is generally
assumed (and rightly so) that decoders deal with messages which should
be understood and translated into a known language. When
decoding messages received from outer space, there is an important
preliminary stage: it is necessary to establish whether or not the message
is intended for decoding (or is worth the effort). In other words, we have
to establish first that the message is meaningful. These concepts of
intelligibility and meaningfulness will be analyzed in this section,

A message is a system M of three sets: the alphabet (the set of letters)
A={a;}, the set of positions L={/;}, and the text T={g;l;}, or the product of the
set of letters with the set of positions, i.e., the set of pairs of the form a;l;,
where ;< A, = L.

In case of a general message, no restrictions are imposed on any of the
three sets; they may be either finite or infinite, mathematically they may
present groups, rings, spaces, etc. This is clearly a very general concept,
and for many practical purposes the concept of a message should be properly
restricted.

The set A is generally assumed to be finite or at least enumerable; a
metric or topology is defined on the set of positions. Finally T, the set of
text inclusions, is generally characterized as a one-to-many mapping of the
set of letters into the set of positions, i.e., to each position [/, is assigned
a single letter g;, but any letter a; can be found in any number of positions
in the set L. :

The last condition leads to the highly important concept of an "absolute
frequency' of a letter a;.

The absolute frequency of a letter g; (of ¢(a;)) is defined as the power of
the set {a,[,}, i.e., the set of all textual pairs containing the letter a;.

The metric of the set of positions can be extended to the text: a textual
distance between the pairs a;/, and auli is naturally defined as the distance
between [, and [,.

Distance in the set of positions can be defined in a different way also. For
example, we can define the relation of adjacency by specifying what pairs
are adjacent and what are not.

Let A={a;} be the Russian~language alphabet. L consists of two ring
sections. The rings can be moved at random one relative to the other, and
the text appears as shown in Figure 51.

In this case, we cannot define distance between positions on two different
rings, but for each position we can identify two adjacent positions (on the
same ring).

This definition of a message may look too general. Why not define a
message in the usual way, as a string of letters?

There are examples, however, which make the conventional concepts
look quite unnatural. A drawing may not be considered as a message; on
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the other hand, a linear scan of the same drawing is a message. The
definition of a text in terms of mapping into a graph suffers from similar
shortcomings.*
Nevertheless, it is desirable to formulate less general definitions of a
message for particular uses.
A message in a general sense will thus be characterized by the following
additional features: 1. The sets A, L, and T are finite. 2. An adjacency
relation v is defined on the set L, satisfying
the following properties: a) if Liwl;, then [us;
“ b) for any position l., except two (/, and ),

there are two adjacent positions, i.e., there
‘ exist two positions [, and [ ({,%/,) such that
Loly, Lol (L#l, L#L); c) I, and L have
V &a one adjacent position each; d) any partition
of L into two parts generates adjacent
positions which belong to different parts.

A message is probably always expressed
by some text. Cases when not all the letters
of the alphabet occur in the text may give rise
to some doubts. Anyhow, the concepts of "message' and "text' are largely
interchangeable, and we will assume that they are synonymous.

We will now proceed with the problem of identifying what messages are
worth decoding.

FIGURE 51. Example of anunconnecied
text.

Artificial and natural messages

To distinguish the signals from "ordinary’' stars and signals transmitted
by intelligent beings, we speak of "natural” and "artificial’ messages,
respectively. It is often assumed that artificial signals from outer space
should markedly differ from natural signals in some unusual property, which
cannot be accounted for by physical considerations (see Chapters I and III).

However, many quite unexpected phenomena eventually find ''natural"
explanations; yet there are examples of artificial communications which can
be made as close as desired to natural messages.

Consider the hypothetical case of a high-quality 3D cinema. If the screen
is inaccessible, there is absolutely no way to distinguish between the view
through a window (natural message) and the view projected on the screen.
Note that the invention of holography will probably lead to development of
three-dimensional movies with precisely these properties,

Another example is less tangible, but it has bearing on the case of signal
search in outer space: consider a variable star observable at point A and not
observable at point B. At the same time, point A is within the visibility
range from point B. An observer at A may inform an observer at B of the
exact behavior of the star by constructing a model which exactly simulates
the behavior of the variable star. If the quality of the model is sufficiently
high, the signals from the model will be indistinguishable from signals
emitted by the real star. Nevertheless, the signals from the model are
artificial, and the signals from the star are real.

® A graph is a union of two sets: the set of "vertices” and the set of “sides,” in two-to-one corespondence

(i.e., each side joins two vertices). Graphs can be presented in graphical form: a typical example is an
airline flight network, with towns acting as "vertices” and flights as "sides."
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These examples illustrate the futility of all attempts to devise a general
formal definition of the concept of artificiality to be applied as a general
criterion of signal selection.

We will now try to show that even legitimate artificial "meaningful"
messages may have a form which will rule out all possibility of decoding.

If there are signals of this kind, they will remain unintelligible despite their
probable artificiality.

Any message can be ""'scrambled" in such a way that it will be under-
standable only to an observer with adequate '"descrambling" knowledge, or
in other words an observer who has in his possession the "key'' to the cipher.
In some cases, messages can be descrambled even if the key is not available
to start with. However, if the key volume is comparable with the volume of
the coded message, the text can be so scrambled as to become theoretically
undecipherable by any conceivable technique. This observation is due to
Shannon /8/. Examples of such scrambling techniques are easily constructed.

Consgider a Russian-language text N letters long. The position of each
letter in the text can be gpecified by its running number i from the beginning
of the text. Each number ; (1 <i<N) is written on a separate card and the
cards are then shuffled and spread in a random sequence. In the resulting
sequence C, the card | will occupy position j from the beginning. If the
appropriate letters of the originalmessage are substituted for these positions,
we obtain a coded message. To decipher the message, we require the
sequence C (the key). In deciphering, the j-th letter of the coded message
should be moved to a position identified by the j-th element of the key.

If the key is not known, this message clearly cannot be decoded; the
coded sequence of letters is truly a random sequence. Although the relative
frequencies of the individual letters correspond to the frequencies of the
Russian language, this fact can be easily concealed by adding as many rare
letters to the text as is needed to equalize all the frequencies.

Intelligibility of a message

We are thus concerned not just with messages sent by intelligent beings,
but with intelligible messages, i.e., messages that can be understood.

Are there specific criteria distinguishing intelligible messages from
unintelligible ones?

Suppose that only part of the text is available for examination, i.e., the
text has been partitioned into an accessible and an inaccessible part. If, by
examining the accessible part of the message, we can predict what the
inaccessible part probably contains, we will say that the message is intelli-
gible relative to the given partition. If the inaccessible part can be predicted
for any partition of the text into an accessible and an inaccessible part, we
say that the message is completely intelligible.*

We will show in a few examples that this definition of intelligibility does
not contradict the usual sense of this word.

Indeed, the sentence ''Pushkin was borr in the 18th paragraph' is unintel-
ligible because if the accessible part of the message is ''"Pushkin was born in
the 18th...'" it is impossible to predict that the next part of the text is

® Intelligibility relative to a particular partition is a numerical function of the partition. No formal expression
for this function can be given at this stage, however.
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"... paragraph.” One would naturally expect a word (or a group of words)
signifying a period of time (e.g., ''... century").

The sentence "Pushkin was born in the 18th centuries" is equally unintel-
ligible, since we expect the word "'century" in singular and not in plural.
The sentence "Pushkin was born in the 18th siécle' is again unintelligible,
since there is no reason to expect a French word in an English sentence.

(If the sentence is unintelligible, but it is clear how it should be modified to
make it intelligible, we generally say that the sentence is incorrect.)

A picture of amanwiththe leftleg replacing the right arm is unintelligible;
an object which looks like a log but sinks in water behaves unintelligibly; a
random sequence of letters is completely unintelligible,

Let us now consider examples of intelligible messages. An infinite
sequence of letters ''... aaa...'" is intelligible relative to any partition,
since the only reasonable prediction is ''the i -th position of the unexamined
part of the sequence is occupied by the letter a," and this prediction is
always true.

A message of the form . abcabcabc. .. is intelligible relative to any
partition for which the accessible part is long enough to reveal the three-
letter cycle. The picture of an infinite straight line is completely intelligible.
The sentence '"Pushkin was born in the 18th century'' is intelligible to an
educated English-speaking person, i.e., a person capable of predicting the
sequence of occurrence of words in English~language sentences. The picture
of amanis intelligible to all intelligent beings who have seen aman alive or in
other pictures. Any periodic process is intelligible relative to partitions
revealing a sufficiently long part of the message.

We will now show that the ability to predict is based on knowledge of
certain special properties of the text or its components. Consider the
sequence of words ""Napoleon invaded Russia in ...'" It can be completed
to read "'Napoleon invaded Russia in 1812," but an equally intelligible
sentence will be "Napoleon invaded Russia in the 19th century.' Formally
and morphologically the words "...1812" and "... the 19th century' are
as far apart as the expressions ""18th century' and "'18th paragraph’ in the
previous example. And yet there is a conceptual similarity between these
expressions, i.e., they fall in the class of words which are ''close in
meaning'' or, to use a different phrase, their "semantic distance' is small.

Texts may comprise small elements (e. g., words), as well as large
elements (e.g., sentences). If we know what typical word combinations
make a sentence, we can predict the missing words having read through a
part of a sentence (typical examples are combinations of so-called gramma-
tical classes, e.g., the "nominative case,' ''finite verb," etc.). Correct
prediction thus requires breaking the text into sentence-like parts.

This partition may be quite complex; compound sentences are a common
occurrence in modern languages. We should therefore try to assess the
closeness of "words' not in terms of their "'adjacency,' but by some other

method.

1 1
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Meaningfulness of a message,
predictive system, language

The information required for effective prediction of textual elements canbe
indicated by an appropriate re-coding of the message, whereby semantically
close parts are written in one common form, and the semantically dissimilar
parts are written in different form; textual elements combined into larger
components should be enclosed in brackets; ''semantically close' parts
should also be textually close. This re~coding and rearrangement of the
text will be called interpretation.

The best interpretation is clearly that which ensures the highest intelligi-
bility. The selection of the best interpretation may be regarded as message
decoding in the narrow sense of the word or as partial decoding. The
correspondence (mapping) between the elements of the message and the best
interpretation will be called the "predictive system' of the message or its
complete grammar. The predictive system, on the one hand, is close to
conventional grammars and, on the other, to dictionaries.

The language is naturally defined as the set of messages with the
same predictive systems. In other words, the messages in one language
are constructed "in the same way.' If there is a correspondence between
the elements of the best interpretations of two messages, a certain corre-
spondence also can be established between the elements of the messages.

In this case, one text is a translation of the other.

The translation of a coded message can be regarded as the ultimate aim
of decoding. We will see in §8 that it is easier to look for correspondence
between the elements of the messages than for correspondence
between the elements of the best interpretations. For decoding purposes,
we should therefore study the predictive systems of known, as well as
unknown, languages.

The above examples of intelligible messages are disappointing to a
certain degree. Intelligibility clearly does not exhaust all the properties
of messages which have bearing on successful decoding. We will try to
make use of the fact that interstellar messages are probably constructed
in a special way so as to facilitate decoding to a maximum degree.

The best interpretation in this case should be easily identifiable,
i.e., it should be readily distinguishable from the other interpretations. If
the quality of an interpretation is assessed in terms of its intelligibility, the
identifiability of the best interpretation can be defined as the difference
between the intelligibility of the best interpretation and some other (e.g.,
worst) interpretation. The identifiability of the best interpretation is a
fundamental property of messages intended for decoding; it is this property
that we call meaningfulness.

It is readily seen that messages without sufficiently intelligible interpre-
tations are not very meaningful; on the other hand, messages for which all
the interpretations are intelligible are not very meaningful either. This
accounts for the triviality of the examples described on p. 138: no low-
intelligibility interpretations can be constructed from these examples. Note
that messages expressed in normal languages (without any coding) are
"intended for deciphering" in a certain sense, and are therefore highly
meaningful.
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Let us briefly consider the concept of "external meaningfulness.
Consider two partitions R; and R; of a text T into an accessible and an
inaccessible parts, R;=Ti, I/"; R;=Ti%, T, Ti < T} (the symbol
T identifies the accessible part of the message, the symbol T, the
inaccessible part). To each of these partitions corresponds a certain value
of the intelligibility II in the best and the worst interpretations, II(R;)bes ,

T (R;)o, TI(R;j)ber , II(R;)**™, The increment Ap of meaningfulness on passing
from partition R,to R; is expressed in the form

Ap = [H (Rl) best __ 11 (Ri)worst] — [H (Ri)bcs! —1I (Ri)worst].

The value of Ap can be defined as the external meaningfulness of a
message whose text is T\ 7{*° (i.e., accessible in R; and inaccessible in
R; ). In particular, if T is the text of the message about the outside world
provided by the sensory organs during the entire span of human life, Ap is
the meaningfulness increment acquired as a result of a message with the
text T3°°\ T2 .

A particular example of the application of these principles will be
described in §6.

§3. TRADITIONAL METHODS OF MILITARY
AND LINGUISTIC DECIPHERING

Military deciphering

Deciphering of coded messages is a common practice in two fields of
human activity: it is often the task of historians and linguists (in their
attempts to read texts in lost languages), and also of military and diplomatic
personnel, who have to deal with intentionally coded messages in known
living languages.

According to the literature (see, e.g., /14/), military deciphering
techniques assume certain limited traditional forms (although, as we have
seen, messages can be scrambled beyond all ability to decipher them).

A military cipher is difficult, and sometimes even impossible, to break.
These ciphers, however, are fundamentally simple compared to the predicate
system (grammar) of a real language. Coding is generally done through
juggling with letter sequences which do not have any semantic relation to the
actual text.

Let us consider some of the common ciphers /14/.

Simple substitution cipher., Each letter is replaced with an
alternative symbol (generally another letter).

Transposition with a fixed period f. The entire message is
divided into segments ¢ letters long, and the same substitution is applied to
each segment.

The Vigenére cipher and its modifications. The key is a
sequence of { letters. It is written consecutively, as many times as is
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needed, under the original message, and the two sequences are added
modulo n, where n is the number of letters in the message alphabet.*

For example:

original message — LETTERNOTYETRECEIVED
key — TROYTROYTROYTROYTROY
cipher — EVHRXIBMMPSRKVQCBSMR

If the key is a single letter, the result is known as the Caesar cipher;
coding can also be done using an aperiodic letter sequence (which produces
an indecipherable cipher). In another cipher, each letter is replaced with
a sequence of { symbols. In so-called 'code systems,'” words, groups of
words, or syllables are replaced with various letter combinations.

Deciphering is based on two fundamentally different approaches: the
statistical method and the method of characteristic words. In the statistical
method, the frequencies of the letters in the cipher are compared with the
frequencies of the letters in the real language in which the message is
presumably written (the real language statistics is obtained from a suffi-
ciently large representative sample). If the frequencies of the letters in the
language are close to the frequencies of some cipher elements, these
elements are interpreted as the images of the corresponding letters.

In the method of characteristic words, we search for smaller component
elements which repeat like the letters of certain characteristic words which
are presumably contained in the cipher. These principles are used in the
algorithms of §8.

In certain cases, all the possible ciphers of a certain class can be
examined, and the text being analyzed can be applied to verify that a
particular cipher has been used in that case. For example, if it is known
that the Caesar cipher has been used, the probability of a particular cipher
is a function of the intercepted cryptogram volume, and this function can be
calculated.

Suppose that we have intercepted a cryptogram containing the part of a
sentence ''... creases to...'" (where "creases' is the end of the word
"increases''), coded in the Caesar cipher. If only the cipher of a single
letter '"c" has been received, the deciphered result may be represented by
any letter of the English alphabet. In this case, the probability of each
deciphering is equal to the probability of the corresponding letter.

If two letters (cr) are received, there are 26 different decipherings of
the message (assuming that the Caesar cipher has been used). The probabi-
lity of each version is equal to the probability of the corresponding pair of
letters in the English language, and so on.

Table 4.1 (due to Shannon) lists the results of these calculations for
sequences of up to five letters. Suppose that the enciphering was done by
using the letter o;. The letter sequences under the heading ''Deciphering'

* Addition of letters modulo n is carried out as follows: let i(a), i(b), and i(c) be the current numbers of the
respective letters in the alphabet. Then ¢ is obtained from the equality i(a) +i{b) =i(c)if i(a) +i(b) < n,
and i(a)+i(k) —n=i(c) if i(a) +i(b)>n.

The cipher is deciphered with the aid of subtraction modulo 7, i.e., i(a)is found as follows: i(a) =
=i{c) —i(b) if i(c) —i(b)20, and i(a)=i(c) —i(b)-+n if i(c) —i(b)<0.
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TABLE 4.1
Deciphering Ne=l N=2 N=3 N =4 N=5
CREAS 0.028 0.0377 0.1111 0.3673 1.0000
DSFBT 0.038 0.0314
ETGCU 0.131 0.0881
FUNDV 0.029 0.0189
GVIEW 0.020
HWJIFX 0.053 0.0063
IXKGY 0.063 0.0126
JYLHZ 0.001
KZMIA 0.004
LANJB 0.034 0.1321 0.2500
MBOKC 0.025 0.0222
NCPLD 0.071 0.1195
ODQME 0.080 0.0377
PERNF 0.020 0.0818 0.4389 0.6327
QFSOG 0.001
RGTPH 0.068 0.0126
SHUQI 0.061 0.0881 0.0056
TIVRJ 0.105 0.2830 0.1667
UJWSK 0.025
VKXTL 0.009
WLYUM 0.015 0.0056
XMZVN 0.002
YNAWO 0.020
ZOBXP 0.001
APCYQ 0.082 0.0503
BQDZR 0.014
H (decimal 12425 | 0.9686 0.6034 0.2850 0
units)

are the sequences obtained by subtracting from the cryptogram the
sequences

a;, a;, a;, a;, ...,
Qi-py Qe Quops Gy Qiogy vy
aj a, a, a, a, ...
Ay Qn, Qo Gpy, Qpy e

Qists Qe Quapy Qpapy Gy,

The first column of numbers (N = 1) gives the probability of single-letter
sequences in the English language. These sequences provide the deciphering
probability of a single letter "'c¢''. The second column contains the decipher-
ing probability of the first two letters (cr), i.e., cr,ds, et, etc. The column
N=5 contains the deciphering probability of all the five letters of the text
creas, i.e., creas, dsfbt, etc. In this column, the probability of the sequence
creas is close to 1, and the other probabilities are close to zero.

Vacant spaces in the table correspond to very low probabilities, The
probabilities were calculated from data about the frequencies of two- and

three-letter sequences given in /8/.
The row H gives the entropy of the probability distributions for the five

cases. The entropy H (H= -2 logp‘-)was calculated from the values of p in
i

this table, using decimal logarithms.
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T.inguistic deciphering

The deciphering of old texts is apparently more relevant for the purposes
of interstellar linguistics. Students of old languages are forced to recon-
struct their highly complex structures. Moreover, the texts are not
scrambled intentionally, and they are therefore far from a random jumble
of letters. The complexity of the natural languages, however, is responsible
for the lack of a general deciphering method, despite the successful cracking
of numerous old texts.

The various cases of successful deciphering of old texts are largely due
to pure luck and to ingenious intuitive guesses, which will not work in other
cases.

Thus, the world-famous deciphering of the Egyptian hieroglyphs is
traceable to the discovery of bilingual inscriptions, i.e., the unreadable text
was accompanied by its translation; the Hittite language was decipheredafter
abrilliant guess astothenature of therelated languages; the Creto-Mycenaean
inscriptions were deciphered on the assumption (since proved correct) that
the language in question was Greek.

We will quote here from the article by Hrozny (who deciphered the Hittite
cuneiforms), describing the first breakthrough in his work. Note that the
pronunciation of the individual cuneiforms was known at that time, and the
meaning of ideograms — i.e., symbols representing concepts, and not
sounds — was also familiar.

""The method of my work is best illustrated by considering the following
sentence, one of the first whose meaning I was able to establish, and in
which I recognized three Hittite words of Indo-European origin.* This
cuneiform I read phonetically.**

e @—dﬂ ezalent vadar—ma exuLEr.

"When Ifirst came across this Hittite sentence, I knew only the meaning
of the ideogram, which often, though not always, stands for ''bread." Other
parallels indicated that the suffix was accusative singular. Despite numerous
other possibilities, it was reasonable to assume that a sentence dealing with
bread will also contain the verb "'to eat." I therefore started with the purely
hypothetical assumption that the word "'ezateni' signifies the concept of
eating. Soon after that I noticed that the Hittite root '"eza'’ stands for ''to eat'
in many other texts, and that another root with the same meaning is "ad,"
e.g., in the form "adanzi," they eat, which is probably identical with "eza."
Then I compared, again purely hypothetically, these Hittite roots "ad," "ez
to the Latin "edo," the German "'essen,' etc. Other sources supplied me
with an indication that "teni' is a second person plural ending in present and

"

* Related languages are languages arising from a common “source language." Words of close meaning in
related languages have a similar pronunciation.
Russian, Ukrainian, Polish, Czech, Bulgarian, and Serbian are closely related languages (the so-called
Slavic languages); more distant relations of Russian are German, Latin, Greek, and some Indian languages,
forming together the so-called Indo-European family. Compare the following words:

Russian MaTb

German Mutter
Latin mater
Greek wnne
Qanskrit matar.

** I.e., its pronunciation was known. The cuneiform in the middle is an ideogram (a concept symbol). The
phonetic composition of the equivalent word was not known.
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future tense, so that I translated the first sentence as "'you will eat bread."
The next sentence looked parallel to the first: ''vadar,”" a noun; "ma," a
preposition; "ekuteni," a verb with ''teni' ending. Since the word "vadar"
was parallel to the word "bread," it probably also identified some simple
food. The English word "water' and the Anglo-Saxon "watar' helped me to
identify ''vadar'' as water,

"The noun''water' was thus followed by the verb "ekuteni," which corre-
lated with the verb "ezateni,'' "you will eat."” It therefore logically lended
itself to translation as '"you will drink." Later I found that besides the root
"eku," to drink, there was also a close root "aku," to drink, e.g., in the
word ''akuvanna,' to drink. The comparison of '"akuvanna,' to drink, with
the Latin ''aqua,' water, was self-evident. I therefore translated the whole
sentence as ''you will eat bread and you will drink water."

It is clear from this excerpt that there could be no continuation to
Hrozny's method: his guiding line was the assumption that the lost Hittite
language was related to some known languages (words of similar meaning
have close pronunciation in related languages); the rest of his arguments
are fairly obscure, e.g., the contention that the two parts of the senience
are parallel and the frequent references to similar meaning that the same
word has in other texts.

If the pronunciation of the letters is not known either, we have to rely on
the occurrence of proper names in the text, as they are of international
meaning to a certain extent; ideograms and hieroglyphs (whose meaning in
a sense corresponds to that of a picture), pictures occurring in the text, or
objects carrying inscriptions are very helpful in disclosing hidden meaning.
There is generally some information available about the corresponding
historical epoch, the wars which took place at the time of writing of the texts,
the identity of rulers and leaders. Whole dictionaries are sometimes avail-
able (the Tangut and Mayan inscriptions). The decoding of old texts is thus
largely dependent on the resourcefulness and the intuition of the linguist, who
draws upon a tremendous treasure of information that may prove useful; all
this, however, does not provide us with a set of general linguistic tools and
techniques for text deciphering. Deciphering is closer to a one-time art,
not quite understandable to the outsider, than to a practical science.

§4. SEQUENCE OF APPLICATION AND STRUCTURE
OF DECODING ALGORITHMS

Sequence of algorithm application. Levels

In decoding a particular extraterrestrial message, we shall naturally
have to lean heavily on our intuition and more or less incidental information.
However, insofar as no extraterrestrialmessages havebeenreceived, there
is only one way for us to prepare for the future decoding, and this is by
developing general decoding methods which will answer the greatest variety
of needs.

In our opinion, these methods will be valuable only if they admit of clear-
cut, unambiguous formulation. This condition is met by algorithms —
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precise instructions for textual analysis which are so clear and comprehen-
sible that a computer can carry them out. The computer-oriented approach
is particularly helpful since deciphering involves processing of large blocks
of information, which often cannot be done manually.

Given a complete system of such algorithms, we can visualize the
operation as follows: the text to be decoded is fed into the computer, which
then proceeds to translate it into one of the known languages. This ideal
situation, however, is not very realistic.

There is, moreover, no need to carry the algorithm system to this
extreme: it is sufficient to ensure algorithm solution of some ''key"
problems of decoding. This will leave relatively simple problems to be
tackled by human ingenuity and intuition, the two properties presently
unattainable by computers.

As we have noted before, decoding is primarily an activity intended to
identify the "predictive system." Its second aim is to translate the original
into one of the known languages. If there had been powerful decoding
techniques meeting the second aim, we would not have had to search for the
"predictive system'' of the original.

Practical experience shows, however, that it is nevertheless better to
search first for the predictive system and then to proceed with the develop-
ment of translation techniques. Experiments carried out using the algorithm
on p. 179 are highly illustrative in this respect. Moreover, the possible
"non-interpretability'’ of extraterrestrial messages should be taken into
consideration (see conclusion).

We will consider some algorithms whose importance for the construction
of the predictive system is self-evident,

Traditional linguistics uses two techniques to distinguish between linguis-
tic phenomena: one of these techniques resorts to real images and patterns
that various expressions invoke in the mind of the language user, and the
other makes use of our inherent ability to differentiate between correct and
incorrect expressions in a particular language.

For example, verbs are distinguishable from nouns because verbs
generally express a certain action or process, whereas nouns are identified
with objects or abstract concepts. On the other hand, morphologically, a
[Russian] verb is identifiable by its characteristic ""endings,' such as '"a",
aar, vaorr (endings of past tense masculine, feminine, and neutral).

Modern applied linguistics, with machine translation as one of its most
active branches, uses mainly information belonging to the second category,
i.e., advance knowledge of certain morphological signs of linguistic
phenomena is presupposed. )

In the decoding of exiraterrestrial messages, we naturally cannot resort
to real images or patterns or to morphological features of the written
language.

In the construction of decoding algorithms, we should proceed from the
basic and most general properties of the phenomena. It is here that the
linguist's interests lie,

An efficient decoding algorithm essentially provides a definition of the
phenomenon that it is supposed to recognize. More precisely, we could
simply define a particular linguistic phenomenon by what emerges from an
arbitrary text when a particular decoding algorithm is applied to it.

These definitions are attractive in that they are applicable to unknown
languages (i.e., they are highly general), they are extremely lucid (and can
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be implemented by a computer), and are practicable, i.e., they provide a
tool for recognizing various linguistic effects. The importance of these
algorithms may turnout to be quite independent of the linguistic decoding aims.

Let us consider in more detail the structure and the sequence of applica-
tion of decoding algorithms. Decoding algorithms clearly may use informa-
tion disclosed by other decoding algorithms. If a certain algorithm B uses
the ability to recognize a linguistic phenomenon defined by algorithm A, we
will say that algorithm B is of a higher level than algorithm A. It would
naturally be very unfortunate if algorithm A were at the same time of a
higher level than algorithm B, since this would lead to a definition of an
unknown in terms of another unknown., The only exception are algorithms
which successively improve their own results. In this case, the seniority
of the algorithms is determined by their seniority in the first iteration.

It is clear that there must exist a zero-level algorithm which does not
use any information obtained by other decoding algorithms. Zero algorithms
should differ according to the effect that the symbols have on the human
sensory organs or on the decoding device. They should be associated with
the minimum differences detectable by these sensory organs.

If we are developing algorithms intended for the analysis of written
languages, the zero algorithms should naturally reconstruct the alphabet of
the particular language by examining a certain sufficiently long text. The
information required apparently reduces to the ability to distinguish between
black and white squares, assuming that the text is covered with a very fine
grille so that each cell is either black or white. The ability to identify the
position of each cell is also required.

If spoken sounds are to be decoded, the zero algorithm should use the
minimum acoustic differences. The variety of the zero algorithms evidently
can be reduced by suitable conversion of signals with physical devices; e.g.,
speech can be represented by a chart plotting on paper the variation of air
pressure. .

At first glance, alphabet reconstruction is a very simple problem, which
always can be solved after a brief inspection of the text. The human analyst
is sometimes baffled by illegibility of the written text, but for machines the
problem is complicated even for fairly clear inscriptions. Some insight into
the problems involved in the identification of the phonetic alphabet may be
gained by inspecting a segment of an oscillogram trace of Russian speech
(Figure 52).

A curve representing a signal from outer space will be muchless "legible':
it will probably be distorted by strong noise. Curve manipulation is not
among our strongest aptitudes, and it is therefore clear that the reconstruc-
tion of the alphabet of "elementary' signals will not be an easy undertaking.

The zero algorithm for written languages is thus expected to reconstruct
letters as special combinations of dark and light squares. Although efficient
algorithms for alphabet reconstruction can be developed in principle, no
such algorithm is available at this stage. In §11 we will describe a rudi-
mentary algorithm of this kind which is more of theoretical than practical
importance,.

Once the set of ''elementary signals'' has been identified, we can proceed
with identification and analysis of larger elements. For languages close to
human languages, the first level algorithms should be able to distinguish
betweenvarious classes of letters of similar pronunciation, and also smallest
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FIGURE 52, Oscillograms of Russian spoken syllables "tu,” "ta,” "pa"™:

All the <yllables arc stressed, extracted from a rccording of individual sentences. The
flat portion of the oscillograms corresponds to silence (closed mouth), then follows a
buist which ¢nsures the audibility of the sounds "t" and "p,” and further large-amplitude
fluctuations representing the vowels "u” and "a.”

meaningful letter sequences which are not made up of smaller meaningful
sequences (the so-called morphemes). This algorithm should be able to
divide the message into morphemes even if no blanks are interposedbetween
the words, since words are more complex elements than morphemes. In
some orthographies, no divigion is made between words anyhow.

Second-level algorithms should locate the limits of the individual words
and identify different classes of morphemes (such as semantically meaningful
morphemes and auxiliary morphemes used as suffixes, prefixes, etc.). The
third-level algorithms should search for classes of words and identify the
limits of sentences. Higher-level algorithms should analyze those sentences
and semantics,

Numerous algorithms of different levels may be quite similar. In some
cases they are actually identical, differing only in the input material. Thus,
algorithms identifying groups of letters with similar pronunciation can be
used without any modification to identify different classes of morphemes;
sentence-identifying algorithms are very similar to syllabilization algo-
rithms; algorithms splitting the text into morphemes are not unlike the
letter-identifying algorithms, etc.
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In our discussion of the particular algorithms, we will always indicate
on what different levels the particular algorithm may be used. However,
essentially similar algorithms may each have its own specific features,
generally related to the volume of processed information.

For example, an algorithm identifying classes of morphemes will provide
an output which is about a hundred times larger than the output of the same
algorithm operating in the letter-identifying mode. Because of these specific
features, the programming of higher-level algorithms is substantially more
complicated.

On the other hand, higher-level algorithms are naturally more interesting:
they provide a fuller analysis of the text, permitting ''long-range forecasting.'
We will consider low-level algorithms, e.g., algorithms analyzing letter
pronunciation. Not all of them are relevant for the decoding of extraterres-

trial messages. However, they should all be considered as models: on a
low level these algorithms solve problems which are much more topical and
significant when tackled on a higher level.

There probably exists a limited number of different types of decoding
algorithms, and we should therefore first examine one algorithm of each of
the different types, before striving toward higher and higher levels.

Structure of algorithms: sets of alternatives, quality
function, computation procedures. Types of algorithms

Various decoding algorithms have many features in common. We have
indicated earlier that algorithms recognizing different linguistic phenomena
in an unknown text may be used to provide the definition of the corresponding
phenomena. However, somewhat more general definitions also can be
offered. To this end, it suffices to formulate clearly the characteristic
features of the linguistic phenomenon used in its identification. Computation
procedure intended for recognition purposes (e.g., algorithms) may take
different forms even for the same set of recognizable features. In our
description of the decoding algorithms, we shall first describe the recogniz-
able distinctive features, and then give the particular recognition procedure,

Recognition features in their turn fall into two categories: some do not
require any computations or manipulations of the text, whereas others do.
The former features are of binary character, i.e., they are present
for a certain phenomenon and absent for other phenomena. Features of the
second category express properties which are more prominent in this partic-
ular phenomenon than in other phenomena with the same "binary' recognition
properties.

We say that features of the first group define the set of alternatives (the
set of interpretations), whereas the features of the second group charac-
terize the quality or the reliability of these alternatives. In other words,
quality is a numerical function defined on the set of alternatives. The set
of alternatives will also be called the set of permissible solutions, with a
certain quality function,

We wish to emphasize one highly important property of quality functions.
Until recently, linguists used definitions based on binary features (or, in
general, features expressible by a finite number of digits). These definitions.
however, proved to be quite complex: they contained numerous "exceptions”
and were not particularly suitable for machine recognition.
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This approach precluded the formulation of common definitions for
similar phenomena in different languages. The concept of quality function
greatly simplifies vhe "'binary," i.e., logical, part of the definitions, and
they acquire a greater generality. The reader will see that quality functions
proved highly convenient in practice, since algorithms using these functions
are generally programmed without much difficulty.

The aim of the recognition procedure (the algorithm) is to find a permis-
sible solution which maximizes (sometimes minimizes) the quality function.

Whenever the set of permissible solutions is given and the quality function
ig defined, the determination of the permissible solution maximizing or
minimizing the quality function becomes a purely mathematical problem.

Rigorous solution of mathematical problems of this kind to which decoding
algorithms are reduced is mostly unknown. We tried to describe the most
practical solutions, i.e., solutions which are sufficiently accurate to provide
acceptable results and yet sufficiently simple to be implemented on existing
computers.

Let us again consider the question of the various types of algorithms.

The currently known algorithms intended for the analysis of predicate
systems can be divided into the following groups:

Classification algorithms. These include the algorithms which divide the
set of units being studied into nonintersecting subsets, e.g., the algorithms
partitioning the set of words into classes which contain letters of similar
pronunciation; algorithms partitioning the set of morphemes into classes of
morphemes with identical "grammatical' properties (auxiliary morphemes
vs. meaningful morphemes); algorithms identifying semantically close
classes of words.

Matching algorithms. We use this term for algorithms which form small
linguistic elements into larger linguistic units; e.g., the algorithm of mor-
pheme identification, the algorithm of letter identification, the algorithm of
gentence identification, and the algorithm of syllable identification.

Algorithms establishing semantic closenegs. The visual closeness of
words in a text does not always correspond to the actual semantic closeness
of words. Similarly, in a linear scan of a two-dimensional pattern, adjacent
elements are not the only close elements: elements separated by the length
of one line are of course also close.

Algorithms of this kind include the algorithms which determine the so-
called sentence graph (see p.198). Note that knowledge of the "true close-
ness'' of elements is essential for correct functioning of the matching
algorithms.

Translation algorithms receive less attention in this chapter. Decoding
apparently can be confined to algorithms compiling various bilingual
dictionaries. In machine translation, algorithms synthesizing sentences in
the product language are of considerable importance. In decoding, this
problem can readily be left to the human operator.

The description of the various algorithms in this chapter does not corre-
spond to the order indicated above. Simpler and more obvious algorithms,
accompanied by examples, are given in §5 and §6, the others are deferred to
§7 through §11,
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§5. CLASSIFICATION ALGORITHMS (PART 1)

Distinctive features and classifications

Classification algorithms permit the assessment of similarity and dissimila -
rity of linguistic phenomena. A linguisticunit is generally characterized by a
certain selection of properties or distinctive features which are present in
the particular phenomenon and are absent in others.

If these properties are given, the particular linguistic phenomenon can
be described by assigning to it a vector of ones and zeros whose j-th coor-
dinate corresponds to the i-th feature; it is equal to 1 if the particular object
has the corresponding property and 0 otherwise.

It is sometimes assumed that the features may take on other values
besides 1 and 0. In general, a distinctive feature is a certain numerical
function defined on the set of the relevant objects.

If the feature may take on k& values, it partitions the set of objects into at
monst k nonintersecting classes. Conversely, if there is a classification
(partition) of the set of objects into & nonintersecting classes, one can
introduce a feature which takes on k values. This inverse line of reasoning
is characteristic of the decoding approach.

If two objects are described by the corresponding vectors, the similarity
of the objects can be estimated by calculating the distance* between them as
between points of n-dimensional space.

Table 4.2 /13/ characterizes the sounds of the Russian language.

The columns correspond to the phonetic letters of the Russian. A prime
next to a consonant expresses soft pronunciation, a prime next to a vowel
indicates that it is not stressed. The different features are listedinthe hori-
zontal rows. Vocality is assigned one of the two symbolsg + (vowel) or
— (consonant) for each letter; the letter ''j'' in the author's opinion is neither
a vowel nor a consonant, whereas "'r," "r'," """ "1'" are both vowels and
consonants at the same time. Therefore, consonance is not specified by the
value of vocality. Stress is a feature characteristic of vowels only, and for
congonants it therefore takes on the value 0 (inapplicable).

The values + and — of a certain feature correspond to a greater similarity
of sounds than + and 0 or — and 0, and the distance between the sounds may
therefore be described by the function defined on p. 193.

If we want to apply the Euclidean distance p_, = V/(¥,~ #))%, we should first
assign a certain number to each value of the different features (0, +, and -).
If we measure the distance between two sounds using equation (4.5) (p. )
the distance between a and b will be 20, and the distance between a and o only
3. This agrees with the intuitive concept of similarity of sounds.

If we have a selection of so-called grammatical classes of words (e. g.,
"nominative case," ""masculine,” ""singular''), we can construct an analogous
table expressing the grammatical properties of words. Given a selection of
classes of words with some common semantic denominator (e.g., animation,
greatness, intelligence, etc.), we can construct a semantic description of
words.

* Distance is a function of pairs of elements of a certain set with the following properties: 1) p(a,a) =0
{nondegeneracy), 2) p(a, b) =p(b, a) symmetry), 3) pla, b) +p(b, c)2p(a,c) (the triangle incquality).
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Besides providing a convenient means of assessing the similarity of
objects, the description vectors can be used to replace the tremendous
variety of objects with sequences comprising a limited number of distinctive
features. Thus, using binary features, we can describe a set of n objects
with the aid of [logan]+ 1 features.* This is a highly valuable property of the
vector approach, seeing that the total number of various words and concepts
is really enormous.

Examining Table 4.2, we note that the features cover a wide spectrum of
properties: some of them are related to pronunciation, the others to acoustic
properties of sounds.

If we were to construct a similar table from an analysis of the various
combinationsg of sounds in fluent speech, we could reconstruct the sounds of
the various letters from written text. After all, written language does not
markedly distort the ability of sounds (as expressed by letters) to combine
with one another. If similar tables were available for individual words, in
such a way that classes of words corresponding to a certain value of each
sign contained words with some common semantic denominator, we could
"guess'' the meaning of words from an examination of texts.

This problem encounters considerable difficulties. Therefore, the
general scheme will help to better understand the classification algorithms
described below.

Algorithms for the identification of vowels and consonants

The first algorithms of this class reconstruct the pronunciation of letters
from the occurrence of their combinations in a text. It involves the partition
of letters into two classes using a single binary feature.

If this algorithm is applied to letters, it will identify vowels and conso-
nants; applying the algorithm to morphemes, we can distinguish between
meaningful morphemes and auxiliary morphemes. Application of the algo-
rithm to mathematical texts would differentiate between predicate symbols
(+, —, =, etc.) and object symbols (e.g., x x, 10, 2%) When applied to
words, the algorithm will probably differentiate between nouns and verbs.

By identifying the vowels and the consonants one naturally does not
establish the exact pronunciation of the letters. However, this is a first
useful step toward decoding.**

Thus, if the algorithm is applied to letters, it provides a definition of
vowels and consonants. This definition is superior to conventional definitions
(of acoustic or physiological bias) in that it is applicable to letters for which
these traditional concepts are invalid.

The set of alternatives. The vowels and the consonants are thus regarded
as a certain partition of the set of letters into two classes: the class of
vowels and the class of consonants. In other words, it is assumed that these
two sets are disjoint and between themselves exhaust the entire alphabet.

This restriction, however, does not quite correspond to the true state of
things. Indeed, the letter 'y' in English is sometimes rendered as a vowel
and sometimes as a consonant (compare ''very' and ''year''). This is by no

* Here [log, nJ stands for the whole part of the logarithm.
** The deciphering of inscriptions in the so-called Carian language carried out by V. V. Shevoroshkin began
with the identification of vowels and consonants.
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means a result of some imperfection in the written language (in Czech also,
"r'" ig a consonant in the word ''Praha' and a vowel in the word "'prst,"
finger). If we do not restrict the analysis to letters, we see that this is a
very common phenomenon; in particular, a single word often has a variety
of meanings {the phenomenon of homonymy).

However, it would be impossible to develop an algorithm for the identifi-
cation of vowels and consonants without these restrictions.

However, by stating that vowels and consonants constitute disjoint classes
of a certain partition we have said very little. If a particular alphabet
contains n letters, we may construct 2" different partitions! Nevertheless,
this statement is one step forward: so far the set of alternatives has not been
restricted at all.

The quality function. The quality function is constructed from the follow-
ing considerations: in any text, vowels are not very inclined to combine with
other vowels and consonants with other consonants. Conversely, vowels
readily combine with consonants.

If we take an arbitrary partition of the alphabet into two classes, we are
not likely to notice this property. Suppose that the letter P has beendeclared
as a consonant, and all the other letters of the alphabet as vowels. Under
thig partition, "vowels' may clearly occur very often in close combinations.

Let us analyze the combinations of letters of some language using a table
whose rows and columns are identified by the letters of the corresponding
alphabet. The entry corresponding to the row { and the column j contains a
number which indicates how many times the letter g; and the letter g; occur-
red one next to the other in a given text (the order in which the two letters
occurred is immaterial).

Consider a certain partition of the alphabet into two classes. All the rows
and the columns headed by ''vowels' are shifted to the left-hand top corner of
the table, which is separated from the other letters by a line. The table thus
takes the form

vowels consonants
vowels 1 2
con~onants 4 3

Block 1 contains numbers which show how vowels combine with other
vowels, block 3 contains numbers which show how consonants combine with
consonants, and blocks 2 and 4 contain numbers showing how vowels combine
with consonants, If the partition is close to the true division into vowels and
consonants, the numbers in blocks 1 and 3 should be small, and those in
blocks 2 and 4 large. The guality of the partition therefore can be estimated
in terms of the sum of the numbers in blocks 1 and 3, say.

If the alphabet contains n letters, of which m are vowels, the correspond-
ing quality function can be expressed in the form

k=3 Sea a)+, 3 3 e a) (4.1)

i =m+l l=m+
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Here g(a;, ;) is the number of joint occurrences of the letters a; anda;,
regardless of order. The fact that we ignore the particular order in which
the two letters combine is indicated by the comma, thus g¢(a; a;) = ¢(aiq;) +
+g@(a;a,). The letters g; and a; belong to one of the classes, and the letters
ay and a; to another.

The smaller the value of K;, the better is the partition. The best partition
is that when the function is minimized.

The above estimate function for the detection of vowels is not the only
possible one. Various equivalent estimate functions are available, which
give an extremum for the same permissible solution which minimizes K;.
There are also interesting estimate functions which are not equivalent to K.

One of these is

m m
; ; p{a;, aj)P?(a
- % p(a, a)p® (a,)—
-2 121 & § p(an ap p(ax)p(ay) (4-2)
n
E @ (ax)
The symbol p(a,) stands for ﬂ“T" where g, belongs to the same

class as g, and ;. This notation is based on the fact that the appearance of
any letter of a given class can be regarded as the appearance of some letter
m

Z P (ay)
ax; similarly, p(a,) stands for %—— . The number p(q,) is the relative
frequency of one of the classes, and p(a.) the relative frequency of the other

class.
The function K, is similar to the function K;, which is equivalent to K,

m m

=8 Briaas
+ 3 3 pler a)— 23 3 p(a;, az), (4.3)
k=m+! I=m+ =1 h=m~1

differing from it in the coefficients p(a:) and p(a,). On the whole, the func-
tion K, is the correlation moment of the sequence of numbers 1 and —1
generated when 1 is substituted for each vowel in the text and ~1 for each
consonant. The function K, reflects the nonuniform frequencies of the vowels
and the consonants. Combinations of consonants are more frequent, and
therefore less significant; this is reflected in the weighting of the occurrenc-
of consonants by the frequency of vowels, and vice versa. All this is highly
hypothetical, however, since experiments were performed with the function
K, only.

Recognition procedures. The simplest procedure based on the above
features is quite trivial, It suffices to construct a table of the frequencies
of pair combinations, examine all the possible partitions, and evaluate the
estimate function for each partition. The partition corresponding to the
minimum value of the quality function is then chosen. However, the volume
of computations involved in this algorithm exceeds the ability of the largest
modern computers for alphabets of normal size (e.g., about 30 letters).
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The search for an effective procedure of minimizing the quality function
is associated with considerable mathematical difficulties. The choice there-
fore lies between impracticable and incorrect methods.

We will describe an algorithm which often minimizes the function K; fast
and without difficulty. For some tables it gives incorrect results, but even
these apparently are not too far from the best solution. Anyway, experiments
with this algorithm never led to errors which could be attributed to algorithm
imperfection. This imperfection emerged only when specially selectedtables
were used.

We describe the procedure step by step:

1. Foragiventext, construct the table of the numbers ¢(a;, aq;), where
¢(ai, a;) is the number of occurrences of the pair of letters g, g;, irrespective
of order.

2. Cross out numbers of the form g(a; a;).*

3. Compute the sum of numbers in each row of the table.

4, Move to the first position (left-hand top corner) the row and the column
with the largest sum.

5. Separate by vertical and horizontal lines the row and the column that
were moved from the other rows and columns.

6. For rows below the horizontal boundary, calculate the sum of numbers
lying to the right of the vertical boundary and the sum of numbers to the left

of the vertical boundary; subtract the second sum from the
first. The resulting numbers are called the decisive

“ differences.
3 g 7. If there are positive decisive differences, move to 9.

8. End. Rows above the horizontal boundary correspond
‘ & to letters of the first class (generally vowels), and those

” below the horizontal boundary correspond to letters of the
second class.

9. Select the row with the maximum positive decisive
difference and move it across the horizontal boundary; the
corresponding column is moved across the vertical
boundary. Return to 6.

Consider a small example illustrating the application of this algorithm.
Note that the algorithm can be used without separating successive
words. In particular, suppose that we do not know which letter is the first
letter of a word and which is the last letter (the word is inscribed along a
circle, as in Figure 53).

The table of the numbers ¢(a;, a;) for this text has the form

FIGURE §3. The
word “pakera”.

P A K E T

2 |

134
—_

‘ 1

- m X »

* These numbers are the frequencies of pairs of identical letters. They clearly enter the sum 2 2 @ (a;, aj)+
[}

+ E 2 (ar, a;) for any partition of the alphabet into two classes, and therefore do not affect the quality of
ko1

the particular partition.
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After step 2, the table does not change. We proceed with step 3:

P A K E T

P 2
Al 2 ll! ’1‘4
T s
E | } ] r [ 1 ]2
N N
Now we proceed with steps 4 and 5:

AHHQ‘ 1 | 1

SIEN D

SR I B S

E " [1‘ | 1

T L]

Step 6:

ST ENEN
T |-
R
E_E_» [ 1_]77#]71 ’ 2
U R N Y AL A

From step 7 we move to step 8. Carrying out instructions 9 and 6, we get

- X U m >
N

From step 7 we move to 8 and end the analysis. The result shows that the
first class contains the letters A and E, and the second class the lefters
P, K, T.

Table 4.3 illustrates the results of a similar machine experiment using
Russian, English, and French texts of 10,000 words each.

The results for the Russian and the French texts are virtually error-free.
Note that the Russian letters » and » correspond to vowels which have long
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TABLE 4.3, Russian

Consonants

Vowels :

' OA E MUY DbLbIEBH3 W |6 B T I X3 MWK JO MH I P C T®XUY Wi
o} 98 15 39 32 7 4 316 2 3 7 72167 136 107 24 30 56 143 192 118 18! 152 121 133 192 644 431 95 G
A 15 6 10 2210 2 130 1 213 35127 43 99 40 90 10 147 173 67 228 46 120 103 (10 Il 42 9 60 50 4
E 39 10 28 57 7 515 519 4 4 46 83 37 93 44 35 34 43 166 87 202 71 156 129 124 O 16 19 63 22 97

= U 32 92 57 5213 6 236 4 2 2 23 95 25 60 26 37 31 83 148 102 143 42 68 89 95 5 98 I8 43 39 2l
v oy 7 10 7 1303 2 41 319 20 20 26 42 12 11 0 41 24 26 43 27 42 34 53 010 21616 8
> b 4 2 5 930011 036 52 212 0 40 2 4 9 4 8 9 70 59 06 0 210 7 |
> b 3 115 22001000 262 ! 8 0 611 4 922 31 43 7 14 7 15012 41 5 0
s 16 30 535 411 1 8000 83 615 4 6 1 10 30 10 4 14 11 60 31 t 4 01 1 1|
bl 2 119 4100000¢0C 1413 1 11 0 410 3 13 153 8 8 5 140632040

‘s ' 3 2 4 23300000 ;0 4 0600061 3 2 ¢ ¢ 1 0 ! 200600020

;10j7134219000002 5 3 6 2 03 0 2 9 1 2 4 1 5 13000°T1 014
B 72 35 46 2320 52 814 05 0 2 0 | 0 ! 2 7 (2 0 3 0 9 5 2040002
B 167127 83 952021273113 4 3 2 8 5 24 120 5 (7 16 (6 (6 (7 20 44 2 0 8 4 39 ¢
r 136 43 37 252 2 1 6 1 00 0 5 019 0 5 4 3 16 6 7 1 19 1 2810000
I 107 99 93 604212 81511 0 2 1 24 19 2 13 10 2 4 9 5 39 4 24 7 100 08 0 0 0
K 24 40 44 2612 0 04 00 0 O I 013 0 2 0 I2 4 0 17 0 10 | 0000OQO0O0
3 30 90 35 3711 4 6 6 4 0 3 120 510 2 03 6 10 14 20 3 5 2 60210020
7t 56 10 3¢ 31 0 011 110 1 0 2 5 4 2 0 3 0 Il 6 4 14 12 8 23 1303 1030

w K 143147 43 834120 410 3 3 2 7 17 3 412 611 4 19 8 11 10 40 57 150 5 0 3 5 0
5 g 192173 166 148 24 42223013 2 9 12 16 16 9 410 6 19 2 10 (3 21 4 43 8 09 ¢ 512 0
= M (18 67 8710226 931 1015 0 1 016 6 5 0114 4 8 10 16 23 10 12 21 5021 300
S H 181 228 202 143 43 40434637 0 2 3 16 7 39 U7 20 14 11 13 23 8 7 12 32 2 0 9 §(2 2 2
S n 152 46 7] 4297 8 714 8 | 4 017 1 4 0 312 10 21 10 7 0 5 17 806 0 2 ¢ |
Cc p 121 120 156 68 42 91411 8 0 | 9 21 19 24 10 5 8 40 4 12 12 59 0 16 48 02 1 2 4 0

e 133103120 893470 760 5 | 5 55 44 1 7 1 223 57 43 21 32 17 16 16 160 0 6 012 ] O
T 192 110 124 9553591531 142313 2 21 2 10 O 613 15 8 5 20 8 48 160 4 1 3 092 0 !
® 611 0 500061000 0 0 8 0000 0 0 0 0 0 0 0 (00006200
X 44 42 16 2810 012 4 6 0 0 4 8 1 0 0 2 3 5 9 2 9 6 2 6 300002920
i} 4 919182240300 0 4 0 8 01 1 0 0 1 8 6 | 0 00007100
y 31 60 63 431610 L 1 00 1 {0 3 0 0 000 3 5 3 12 2 2 12 20010710
11 25 50 22 3916 7 5 1400 |02 0 0 003 5 12 0 2 0 4 I 0020100
m 6 4927 20 810100142 00 00060 0 0 0 2 1 0 0 1000000

"Al
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TABLE 4.3 (cont.). French

Vowels Consonants

e a o i v ooy k b ¢ 4 1 g h j ] m n P 9 r s t vV w X z

e 96 67 6 114 166 6 0 40 168 283 33 45 46 30 318 219 302 127 27 428 457 283 109 0 14 12

a 67 16 0 116 90 22 | 27 63 81 34 37 25 8 173 72 166 127 5 194 144 118 8 0 7 |

ﬁ[ [ 6 0 0 II18 150 3 0 3 73 19 14 2 22 10 43 71 253 60 O 118 8 64 43 0 1 0
g ' 114 116 118 4 68 1 4 13 45 43 17 12 8 5 137 55 100 17 5 8 147 140 39 0 10 1
> 166 90 150 68 4 00 9 25 57 3 10 3 7 70 10 92 17 94 Il 146 83 20 0 33 0
y 6 22 3 | 0 00 0o 4 1 0 0 0 0 11 11 3 7 0 0 7 2 00 0 0

k 0 1 0 4 0 00 o 1t 1 0 0 0 0 0 0 0 (U] t 1 0 006 3 ¢

b 40 27 35 13 9 00 ¢ 0 0 0 0 0 0 2 4 2 0 0 13 11 5 00 2 0

[4 168 63 73 45 256 4 | 0 16 2 0 0 5% 0 15 1 55 3 0 272 37 36 00 3 2

d 283 81 19 43 57 1 1 ¢ 212 1 1 0 1 ! I 83 5 2 64 69 37 20 5 0

f 33 34 14 17 3 00 ¢ 0 110 0 0 0 1 o 11 0 0 7 5 3 60 1 0

g 45 37 2 12 10 0 0 o 0 1 0 0 0 O 2 o 22 0 1 18 3 3 00 0 O

h 46 25 22 8 3 00 0 5% 0 0 0 0 0 8 0 4 2 0 1 8 1 o0 2 0

ol 30 8 10 5 7. 00 0 0 1 06 0 0 O 1 0 2 0 0 1 5 4 00 0 2
a1 318 173 43 137 70 11 0 21 15 111 2 8 1 74 3 24 28 7 36 88 44 30 2 2
Sl m 219 72 71 55 10 11 0O 4 1t 1 0 0 0 O 3 62 5 19 0 12 9 11 o0 1 0
2 n 302 166 253 100 92 3 O 2 55 83 11 22 4 2 24 5 60 14 14 16 100 170 12 0 0O O
8 p 127 127 60 17 17 7 0 0 3 5 0 0 2 0 28 19 14 22 0 58 49 928 00 7 2
q 27 5 0 5 94 00 o 0 2 0 I 0 0O 7 0 14 0 0 8 20 6 00 1 0

r 428 194 118 8 1il 0 1 13 27 64 7 18 1 1 3 12 16 5 8 9 5 160 100 0 O

s 457 144 88 147 146 7 1 1 37 69 56 3 8 5 88 9 100 49 20 58 152 112 i1 0 1 O

t 283 118 64 140 83 2 0 5 3 37 3 3 1 4 4 Il 170 28 6 160 112 54 10 0 1 O

v 109 8 43 39 20 0 ¢ o 0 2 0 0 0 0 3 [V 0 0 10 Il 10 00 2 2

w 0 0 o0 0 0 00 0O 0 0 0 0 0 o 0 0 0 0 0 0 0 1] 00 0 O

X 4 7 1 10 33 03 2 3 51 0 2 ¢ 2 1 0 7 1 0 1 t 20 G 0

z 12 1 0 1 0 00 0o 2 0 0 06 0 2 2 0 0 2 0 0 0 0 20 0 O

SNOILVZITAID TYIN LS DIILVIALXY
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TABLE 4.3 (cont.). English

Vowels

Consonants

e o0 a i t Uy } b ¢ d [ g h | k I m n p q r N v w X 2

e | 116 48 112 63 108 8 52 70 65 204 57 56 430 1 35 135 109 154 61 1 312 170 111 106 7 1
%o 48 114 15 20 157 1i5 17 29 39 71 97 41 91 O 38 119 70 125 30 O 139 8 14 91 0 O
; t12 15 6 48 138 4 4 24 40 89 27 64 97 0 16 104 87 214 34 1 105 170 30 90 1 1
; i 63 20 48 0 102 g 8 5 26 7337 39 140 0 23 88 48 203 64 8 119 121 23 53 0O )
t 108 157 138 102 104 57 32 8 13 603 20 32 t 7 43 16 119 19 0 77 139 I 28 0 O

u 8115 4 9 57 0 0 32 9 13 7 34 12 3 28 14 63 14 12 31 52 0 006 O

y 52 17 4 8 32 0 2 18 5 (7 8 5 200 42 16 13 5 1 33 25 3 19 0 1

" b 70 29 24 5 8 32 18 4 0 15 1 3 6 1 6 I 1 0 18 13 0 10 0
c 65 39 40 26 13 9 5 0 0 5 1 1 46 0 i1 I 16 1 0 14 23 0 11 0

d 204 71 8 73 60 13 17 5 5 2211 12 49 2 0 63 20 15 5 1 44 39 1 170 0

; f 57 97 27 37 3 7 8 11 111 4 120 2 27 2 5 4 0 18 20 0 70 0
‘g 56 41 64 39 20 34 5 3 1 12 4 6 45 0 1 2 4 106 1 1 31 25 0 9 0 0
h 430 91 97 140 352 12 20 6 46 49 12 45 16 0 3 4 5 27 8 0 23 62 0 66 0 0

j 1 06 0 o0 } 3 0O 1 0 2 0 0 00 0 0 0 ¢ 0 0 o 0 0 00 0
2k 3% 38 16 23 7 o0 2 I 02 |1 30 0 13 0 2 1 0 7 15 0 to ¢
s 135 119 104 88 43 28 42 7 8 6397 2 40 13 138 8 16 33 0 7 30 3 150 0
5 m 109 70 87 48 16 14 16 6 1 2 2 4 50 0 8 2 5 6 0 11 17 ! 8 0 O
g n 154 125 214 203 119 63 13 11 16 155 5 106 27 0 26 16 5 20 0 0 17 4 1 320 0
O op 61 30 34 64 19 14 5 1 1 5 4 1 80 1 33 6 0 26 0 20 23 13 105 0
q 1 0 1 8 0 12 1 o 0 1 0 I GO0 @ 4] (4] 0 0 0 1 1 0 10 0

r 312 139 105 119 77 31 33 18 14 44 18 31 23 0 7 7 11 17 20 1 46 45 2 100 O

s 170 80 170 121 139 52 25 13 23 3920 25 62 0 15 30 17 4 23 1 45 74 7 41 0 O

v 1t 14 30 23 1+ 0 3 0o 0 1 0 0 00 O 3 1 1 13 0 2 7 0 00 0

w 106 91 90 53 28 019 1 1 17 7 9 6 0 I 15 8 32 10 1 10 4l 0 6 0 0

x 7 o 1 0 0 00 o1 00 0 0O O O 0 0 5 0 0 0 00 O

z 1 0 1 1 6 o0 1 ¢ 0 00 0 00 O 0 0 0 0 0 1] 0 00 o0
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EXTRATERRESTRIAL CIVILIZATIONS

since lost their vocality in the living language. The French letter k occurs
very seldom, mainly in abbreviations (e.g., in initials of non-French names).

The error in the English-language table is associated with the use of the
letter "'t" in combinations which represent a distinct phonetic sound. An
algorithm correcting errors of this kind and leading to successful results is
described in /12/.

One of the ''mathematically correct' algorithms minimizing K, is given on
p.187. A related algorithm which converts the so-called ''syllabic writing"
into normal letter writing is given on p. 188, and an algorithm identifying
classes of words with a common meaning is described on p. 192.

§6. MATCHING ALGORITHMS (PART I)

Algorithms identifying code sequences

Algorithms intended for the detection of larger textual units, when the
smaller elements are known, evidently constitute one of the most important
classes of recognition algorithms.

We start our description of these algorithms with one of the simplest: an
algorithm identifying letter codes by uniform-length sequences of symbols.

The importance of this problem for the case of extraterrestrial communi-
cation is obvious. The "elementary signal" of a message transmitted by an
extraterrestrial civilization may have a simple form, in particular repre-
sentable as one of the two binary symbols, 0 and 1. To transmit a longer
alphabet, coding will have to be used, representing letters by sequences of
the elementary signals. These signals quite likely may be of uniform length
for all the letters of the alphabet.

The set of permissible solutions (the set of interpretations) in this case is
found without difficulty. Let m be the length of the code groups, and ¥ the
length of the text expressed in elementary symbols. The number of permis-
sible solutions in this case is m: it is determined by the number of shifts of
the text through i digits (i=0, 1, ..., m—1). Cyclic arrangement is
assumed, whereby the last letter of the text is followed by the first letter.

If N and m are relatively prime numbers, the residue obtained in the
division of N by m will be omitted. Therefore, the total number of permis-

Ni2
sible solutions is Z [%] , where [%J is the whole part of the corresponding
m==1

quotient, This number is not greater than

=

(X}
=
IS

Ko
7 2
1 I

1

m

Let us now proceed with a discussion of the quality function. Consider a
text of length N encoded by groups of numbers of length m. What distin-
guishes this text from a random number sequence partitioned into blocks of
the same length m? It is obvious that the frequencies of the m-letter groups
in the second case should be much more uniform than in the first case. After
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IV. MESSAGE DECODING

all, the second number sequence has been picked up "'at random,' and none
of the numbers has any preference over other numbers.

On the other hand, the selection of letters in an ordinary message is far
from random. There are sounds and sequences of sounds which are relative-
ly easy to pronounce; if the message alphabet is the set of words in the
message, different words occur with different frequencies, because of
considerations of "common usage' and depending on the meaning of the
message,

If the encoded text contains groups of length m, and we attempt to interpret
them as containing groups of length p(psm)or at least groups of length m but
displaced through i positions (where i and m are relatively prime), the
message becomes similar to the sequence of symbols obtained by ''repeating
selection.'" This means that the elements of the code group corresponding to
a single letter are more intimately related than the elements which belong to
different code groups.

This sounds reasonable because incorrect ''partitioning into groups' is
devoid of those '"preference criteria'’ which restricted the letter combinations.

It is therefore natural to use a quality function which reaches an extremum
for a uniform distribution of the code element frequencies and also for a
certain "highly' nonuniform frequency distribution.

Unfortunately, intuitive reasoning is not enough for an a priori choice of
a quality function assessing diversity.

A whole range of traditional evaluation techniques are known. These
include, for instance, the calculation of the root mean square deviation, the
modulus variance, the entropy.

Our calculations based on a limited text pointed in favor of the function

V=2 (p) ()

Here ¢; is a certain group of a given length, ¢(c) is the mean absolute fre-

quency of a group of this length, equal to , where m is the chain

N
m-{A"
length, N is the length of the text in unit symbols, {4} is the number of letters
in the alphabet of unit symbols, |A|m is the number of letters in the alphabet

of groups of length m, "ﬂl is the number of groups of length m in the given

text (rounded off); thus V is the sum of the squares of the deviations of the
actual frequencies from the mean absolute frequencies of the groups.

For a given group length, the function V is minimum when all the group
frequencies are equal (then V = 0) and maximum when one symbol recurs
through the entire text. .

Topermit comparison of the resultis for various group lengths, the expression

Z@e) o0y

is multiplied by a normalizing factor v. This factor can be calculated if we
proceed from the assumption that the best (maximum) value of V should be
independent of m. Since the best (from the point of view of the particular
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function) solution involves a single element only, its frequency is -g, and

the frequencies of the other elements are zero. Then V is equal to

N N N 2 " _

(;l—_m-IAI”‘)?_*-(m.]AIM) (HAI"=1)=
s Lo jAm=1y M AIm-D) - [ A™
- 2[(1 \Al"‘) + |A1’”] mE| A]2

and since usually |A[* is large, we may take |A["—1 =~|Al", so that V., =~ '—[:g-
Let the group length in some other solution be /; the maximum value of

2
V is then approximately equal to A’I,—

The normalizing factor is introduced so that the best values are equal:

Hence

In the example that follows, a partition into groups of length m = 3 is used
as the "'basis for comparison'’; for 3-digit groups, the coefficient v is equal

to 1,
A short English text* has been encoded by a sequence of three-digit

numbers using the following table:

a =000 j=100 s =200
b =001 k=101 t =201
¢ =002 =102 u =202
d=010 m=110 v=210
e=01] n=111 w=2]]
f=012 o=112 x=212
g =020 p=120 y =220
h =021 g =121 z=22]
i=022 r=122

The last three-digit group is not used. The encoded text will look as

follows:

201 021 011 201 211 022 020 021 102 022 020 021

201 022 200 200 000 010 000 111 010 002 102

112 202 010 220 201 02! 011 211 022 111 Q10

001 102 112 211 200 211 022 102 010 000 111 010

012 122 011 011 000 111 010 000 200 201 021 Ol1

211 022 111 020 200 112 0i2 200 Oi1 000 001 022

122 010 200 012 102 000 200 021 20! 021 011 211

021 022 201 011 002 000 120 200 112 012 201 021 011 200 Ol1 000

* The first stanza of R.L. Stevenson's poem "“Twilight":
The twilight is sad and cloudy,
The wind blows wild and free,
And as the wings of sea birds
Flash the white caps of the sea.
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Table 4.4 lists the absolute frequencies of the three-digit groups for
partitions beginning with the first, second, and third letter of the text,

respectively (R}, R}, and R}).

TABLE 4.4
R3 200 011 000 021 010 022 201 211 102 111 012 112 020 001
L1110 10 9 9 8 8 8 6 5 5 4 4 3 2
R3 110 Q10 000 001 002 100 112 2{0 020 122 220 221 021 202
2115 8 7 6 6 6 6 6 5 4 4 3 3
R 102 101 020 000 201 001 011 120 220 100 121 211 002 202
3l14 11 9 7 6 5 5 5 5 4 4 4 3 3
R3 002 122 120 202 220 10J 101 110 121 210 212 221 222
! 2 2 1 1 t 0 0 0 0 0 0 0 O
R3 102 120 121 200 212 222 011 012 211 022 101 111 201
2 2 2 2 2 2 2 1 1 1 0 0 0 0O
Rl 210 110 200 212 012 021 022 221 010 111 112 122 222
3 3 2 2 2 1 1t 1 1 0 0 0 0 O

The factor v is taken equal to unity. We find
V(R)) =340.30; V(R})=277.34, V(R3})=321.37.
The absolute frequencies for two-digit groups and partitions beginning

with the first (Rf) and the second (Rg) letter of the text are given in Table 4.5.

TABLE 4.5

l10|00|20(01 11]02 21]22 12

1
|26|24[19|17 15|14 12[11 9

. 02]00'01'11 ofeo]|ar |22
2

25'23|2l|l7 611611211 | 6

2
Taking for the normalizing factor v = %= 0.44, we find V(R = 268.00-

.0.44=117.92, V(R}) = 295.44.0,44 = 129.99. Both figures are markedly
less than V(RY). The absolute frequencies for m = 1 are

@(0)=124; @(1)=94; o@(2)=76.

1

The normalizing factor is equalto L we thus have V(R;) =1176- T 130.67,

9 3
This is again less than V(R}).
Consider the absolute frequencies for four-digit groups. In this case, the
partitions may start with the first, second, third, and fourth letier of the
text (R}, RL RS, R respectively).
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The frequencies of the symbols are listed in Table 4.

TABLE 4.6

85,_& go% 5 A uol . g 83\,_"’
SE12s ZE£12% 2£12% <£lZ2s
5 | 1 5 | e 4| 4] 2
4] 2 3] s 3 | o 3| 7

4 | 12 2 | 9 e |13
2 | 12 1| o4 1|24 1|27
1| 24 o | 38 o]as 0]35
o | 38 | l \

42 1
The normalizing factor is o 18 _ 1.87, and V(R{)=165.77, V(RY)=

=169.02, V(R}) =141.38, V(R = 125.88.
To establish that V is indeed maximum for the correct partition, we

y
ey 2).

This is, however, not absolutely essential: clearly, the squares of the
differences (g(c;) —@(c))? markedly decrease as m increases, whereaswv

should calculate the values of this function for all m(m =1, 2, .

increases only moderately.
Another thought is that groups longer than twenty elements need not be

considered altogether; after all, even assuming a binary set of elementary

symbols, the power of the alphabet of groups of this length is 2%, i.e., more

than enough to represent the most complex alphabets (including the Chinese).
L.et us compare the entropies calculated for some of these partitions.

The entropy H= — X p; log p; for a uniform distribution is maximum; it is
H
zero if the probability of one element is 1 and of all the others 0. We
replaced the probability p with the modified quantity p=% , where %
m

is the length of text in terms of m-digit groups.
We have H(R%) = 1.165, H(R})=1.248, H(R}) = 1.226, which is again quite

satisfactory. For all other lengths of code groups, the entropy should be
normalized by dividing by log m. It is remarkable that the V corresponding

to almost all incorrect partitions have close values: this again proves the

adequacy of normalization.

An example illustrating the application
of the concept of meaningfulness

The above algorithm can be applied to demonstrate the concept of mean-
ingfulness, presented in §2. Let us identify the set of interpretations of the
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text with the set of permissible solutions of the given logarithm, defining
meaningfulness as the difference of the functions V or H for the worst and
the best partition.

The results which can be obtained following this approach are best
illustrated by an example., Consider a binary alphabet of elementary signals,
with two elements 0 and 1. The code group is 2 elements long. In this case,
the set of interpretations contains only two partitions, R} with the groups
starting with the odd elements, and R? with the groups starting with the even
elements.

How do these interpretations look in the best case, when A(H)= H(R}) -
~ H(R} is maximum? Let us characterize the partition by the probability
distributions of the code groups:

Partition
2 2
Rl R

7 (00) p” (00)

(01) p” (01)
(10) p” (10)
(1) p” (11)

~

Distributions

P
P
P
p

These probabilities are not independent. They can be expressed in terms
of the probabilities of 4-digit groups beginning, say, with elements whose
running number in the text is a multiple of 4:

p’ (00) = p (0000) + p (0001) + p (0010) + p (0011)
P’ {01) = p (0100) + p (0101) + p (0110) +p (0111)
p' (10) = p (1000) + p (1001) + p (1010) + p (1011)
p’ (11} =p (1100) + p (1101) + p (1110) +p (1111)
p” {00) = p (0000) + p (0100) + p (1000) + p (1100)
p” (01) = p (0001) + p (0101) + p (1001} + p (1101)
p” (10) = p (0010) + p (0110) + p (1010) + p (1110)
p” (11)=p (0011) +p (0111) + p (1011) +p( 1111)

inser’ting in the expression for A(H) the values of p’ and p” expressed in
terms of p(acwae), we obtain a function of 16 variables, whose maximum
will enable us to compute the two distributions. The distributions (p]) and
{p{) characterize a text of maximum meaningfulness in a certain sense!
pi+ o}
2

Taking averages of the form p® = , we obtain the probability distribu-

tion of the pairs of elementary symbols of the text, and taking the sums
p(01)+ p(00) and p (01)+ p(11) we obtain the probability distribution of the
one-digit symbols {p‘[‘)}. These distributions permit computation of the second -
order entropy of the text using the equality H,=H (pP)— H (p"), and hence the
approximate redundancy (or, more precisely, the lower limit of redundancy)}

=)

as 1— il{i , replacing He with H, and H, with log 2.
[

Highly interesting results could be obtained if the "intelligibility' were
evaluated in terms of entropy of infinite order. Calculations carried out
under this assumption would help to estimate the level of entropy and
redundancy characteristic of meaningful texts.
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§7. PATTERN DECODING ALGORITHMS

The language of images. Connectedness and detailedness

Our definition of intelligibility is neither widespread nor usual. Usually,
a text is considered intelligible if it produces mental association with some
real situations or images.

This approach naturally does not answer the question why certain situa-
tions from reality are unintelligible. Nevertheless, the usual interpretation
of intelligibility is largely valid. After all, there is a fundamental correla-
tion between the ''predictive systems'' of the human language and the human
reality, or, to use a different turn of phrase, words combine roughly in the
same manner as the real phenomena that they represent.

Thus if man speaks, moves, and interacts with the surrounding objects,
the word ""'man'' will naturally also combine with words designating speech,
motion, action. Another remarkable correspondence is observed between
sentences, which are generally made up of words designating objects (nouns),
actions (verbs), and properties (adjectives), and typical real situations
which are made up of objects, their interactions, and properties.

This correspondence is far from trivial, and yet it is not too complicated,
so that no special translation rules had to be devised in any of the languages
for one particular situation.

The translation from the language of reality to human language and back
is naturally a very complicated undertaking; there is, however, one peculiar
human language for which this translation is done without much difficulty.

We mean here the language of images.

This language clearly suffers from considerable shortcomings. It is
highly uneconomic: e.g., compare the sentence "a man walks' with a picture
announcing the same fact. A correct image must contain a great wealth of
detail, which is often immaterial for the case being considered. Moreover,
some messages do not lend themselves to translation into the language of
images without sacrificing the simplicity of the mapping which relates the
image to the real situation (e.g., such sentences as ''perseverance wins' or
"1963 was a droughty year').

There is therefore no reason to suggest that the language of images would
be the only means of interstellar communication.

However, its great advantage is its intelligibility. It is not only that the
image language can be readily translated into the usual language of reality:
there is a very strong predictive relationship between the adjacent elements
of an image.

The graphic form of the decoding problems associated with image analysis
is another highly favorable feature, enabling us to consider these problems
as models for the more difficult task of decoding of the ordinary language.

One of the typical decoding problems in the analysis of image languages is
the following: consider a sequence of signals; it is required to convert it into
a two-dimensional picture so that an intelligible image message is obtained.
A typical feature of this problem is that it gives rise to serious doubts
concerning the usefulness of a formal definition of "'meaningfulness." After
all, the human mind will immediately distinguish between a meaningful and
a meaningless picture,
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Let the sequence of signals comprise the lines of a rectangular scan of
an image consisting of black and white dots (represented by the digits 1 and
0, respectively) arranged in succession. This sequence can be decoded in
the following way: by changing some parameter d from 1 to N (N is the
sequence length), we partition the sequence into lines of length 4 and arrange

these lines one under the other.

A man examining the picture formed in the process will instantly

recognize the best of the various images.
The reader may wish to experiment on his own with the following

cosmogram:

100111110010

111111100000111000000011111000

1
100101111101 001

111110100101111
0
100001101100000

110110000001 101
0
goroc6li1o0t1i10601

The decoding of this message is

1001
001

1

I
0001
0000
0111
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e10t
0101
06101
0101
0101
600!
0001
0001
0001
06001
600l
1001

01

01

10

01

1
1
0
1
1
1
I
1
1
1
1
I
1
1
i
1
1
i
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111111000000001
00
00

1111010010111 11

0
0010t111t10100T1

10110000001 1011
0

0000001101100000

001

100
000
000
00
1o
10
10
10
10
10
010
060
000
000
000
000
000
nol

C o0 0 0 —-o

11
i1
01
11
10
11
11
11
11
11
11
11
It
11
1t
11
1
Lt
i

and the ones form the picture of a man in a hat.

This method of image decoding on a rectangular screen will possibly be
the most effective if a computer is entrusted with the task of deriving the set
of all possible solutions (i.e., the partition of the text into segments of
length ! and their arrangement one under the other), The situation radically
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changes, however, if we consider messages obtained by scanning a screen
of an arbitrary shape. In this case, the number of permissible solutions
increases prohibitively.

Even a computer will not be able to examine and assess all the permis-
sible solutions in this case. However, if the computer has been programmed
with a formal criterion of meaningfulness, it may apply a shorter procedure
proceeding, say, from a somewhat less meaningful image or part of an
image to a more meaningful one. The difference in meaningfulness between
the two successive images may be so slight as to be actually imperceptible
to the human eye.

Consider two image scanning techniques: the image is covered by two
systems of x and y coordinate lines, and the lines of each system are
spaced a certain distance Ap. The part of the image between two adjacent
lines of the system x will be called a line, and the part of the image between
two successive lines of the system y will be called a column, The element
of the text located between adjacent lines of the systems x and y will be
called a dot. If a certain classification of the dots is given, each dot may
be replaced by the corresponding classification digit; the lines of digits are
then numbered and arranged in sequence one after the other,

A preliminary hypothesis for the construction of an image quality criterion
presupposes that the system of coordinate lines always can be defined in an
optimum manner for the particular image.

FIGURE 54. In this picture, rich in vertical details,
the "horizontal lines” are highly similar.

In this, we have to lean on a certain property of texts, which is apparently
fairly general. Meaningful messages probably fall into component parts, not
unlike sentences, which in their turn are composed of smaller elements
(analogous to words). The ""quasiwords’ in the ""quasisentences'’ should be
different in a certain sense; the adjacent "'quasisentences,' on the other hand,
should be close to each other in a sense.

Thus, Russian-language sentences are made up of words expressing a
variety of concepts: nouns signifying objects, verbs signifying action,
processes, or states, adjectives qualifying properties. The real images or
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situations corresponding to the different words in a sentence are also highly
different. At the same time, nearby sentences have similar structure and
often close meaning, which imparts the sense of "'connectedness’ to the text.
For instance, the sentences "A vessel emerged from beyond the horizon.
This was a boat with a wide white stack' deal with a common subject, ex-
pressed by the words ''vessel' and "'boat,' and they thus appear ''connected.”

These properties are even more prominent in a picture: if Figure 54 is cut
into horizontal lines, the black and the white dots will frequently alternate;
adjacent lines will moreover be very similar to each other, whereas in
columns the black and white dots alternate infrequently.

FIGURE 55. Pictures rich in horizontal, radial, and concentric lines.

This is clearly true only if the partition into lines and columns is done
according to a certain pattern: thus, for the picture of a crocodile the lines
should be vertical and the columns horizontal;, for the picture of a flower,
the lines are concentric circles, and for the picture of an apple they are
radial lines (Figure 55).

A similar property is characteristic of messages composed in formal
languages and in LINCOS-type languages: adjacent sentences in these
languages are ''logically sequential" and they are generally similar to one
another when presented in graphical form.

For fairly complex images, the choice of correct coordinate lines is
apparently not so significant, because for any direction of the lines, two
adjacent lines will have a similar appearance and will contain a frequent
alternation of black and white dots. We will say that similarity of adjacent
scanning lines ensures connectedness of images, similarity of more distant
lines ensures smoothness, and variety within the lines ensures detailedness.

Examples of quality functions. Some procedures

A simple quality function can be proposed evaluating images in terms of
connectedness and detailedness. Detailedness is assessed as the number of
transitions from a black dot to a white dot within a single line, and connec-
tedness as the number of black—white transitions occurring in corresponding
positions in two adjacent lines. Let 1 stand for a black dot and 0 for a white
dot. The function u; ;,, assessing the quality of adjacent lines can be written
in the form

Uy, =9 (] 01) + @ (110),

where ¢(|01) is the number of transitions from a white to a black dot in the
(i+1)-th line occurring below identical transitions in the i-th line, ¢({10) is
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the number of such binary transitions from a black to a white dot. The
line-wise image quality is expressed in the form

Ujgne= ; Uy, iege

Since we do not know in advance if the "'quasisentences' are lines or
columns, column-wise quality function should also be evaluated, identifying
closeness of adjacent columns according to the formula

4], 1 =900 + o (10),

where q;(fJT) is the number of white-to-black transitions along the vertical,
situated next to the corresponding transitions in the column immediately to
the left. The column-wise image quality is then expressed by the equality

—_— ,,
Ucolumn—zi:l L)

and the overall image quality U is given by

U=;u‘.lm+§u1/“, (4.4)

The summation can be carried out along the lines only, since the sum

; u) ,,, is equal to the sum X u; ., where 4, =q(0)+ ¢(I0) in adjacent lines.

It is not entirely clear how to treat the first and the last symbol in
adjacent lines. In our conception, the partition into lines is equivalent to
introduction of special "boundary symbols." The transition to a boundary
symbol naturally carries certain information and should affect the image
quality if it is transmitted together with the image. However, since by
assumption the image being decoded does not contain special boundary
symbols, this information is 'fictitious' and should be minimized.

FIGURE 56. The picture of aninclined solid line obtained
with a square grid.

For simplicity, we will assume that the image is unbounded in both the
vertical and the horizontal direction, i.e., it is drawn on a torus (a steering-
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wheel); the last line is followed by the first line, and the right-most column
is followed by the left-most column. If the last line is partially filled, it is
completed with a more frequent element, e.g., with zeros.

Consider some of the first decodings of the text

00000010100101001 110000100001000000

with the respective quality functions (for the other decodings, only the quality
function is given):

Length of line 1 2 3 4 5 6 7
0 00 000 0000 00000 000000 0000001
0 00 000 00J0 01010 101001 0100101
0 00 101 1001 OI0I0 010011 0011100
0 10 001 0100 01110 100001 0010000
0 10 010 1110 00010 0000010 1000000
[} gt ¢ll 0001 00010 000000
1 01 100 0000 00000 U=2 U=6
0 00 001 1000 U=10
1 11 000 0000
Q 10 100 U=4
0 00 000
1 01 000
0 00 U=4
1 00
0 10
0 00

Interpretation 1 00
1 00
1 U=6
0
0
0
0
1
0
0
0
0
I
0
0
0
0
0
0

17

I
=]

iength 7891011 (21314151617 18 19 20 21 22 23 24 25
of line
U 6426 0 6 4 4848 2 4848 444

Length of line 26 27 28 29 30 31 32 33 34 35
U 4 444444440

A correct interpretation is the decoding with a five-element line (the
picture of the numeral 4). This line length also corresponds to the maximum
value of the quality function U= 10.

The above quality function is suitable for images rich in thin and solid
vertical or horizontal lines. However, it will give erroneous results for
discontinuous images, and for images with prevalent diagonal lines. Both
cases are interrelated; indeed, a square grid cannot form a continuous
image of a diagonal line (while preserving the line width). Let us examine
Figure 56.
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In this figure, all the centers of the black squares lie along the straight
line y = é x+ % It is readily seen that not a single additional square can
P4

be hatched without breaking this condition. The quality function avoiding
this difficulty makes use of what is known as image smoothness. We define
a special operation, called "linear forecasting,' whichassignsa third line 2,
to any pair of lines A; and A;,

This operation is carried out as follows:

The elements of the line A; are joined with the elements of the line 2; by
straight segments observing the following three conditions:

1. Every element of the line A, is joined at least with one element of the
line Rj.

2, Every element of the line A; is joined at least with one element of the
line }\,i.

3. When conditions 1 and 2 are observed, the sum of the segment lengths
is minimum.

The segments are then continued to an arbitrary distance. If the segments
are continued to row j+k=¢, we say that the maximum forecast depth is k.
A forecast of depth % is implemented as follows: the squares with the
segments passing through their centers are identified as black squares (ones)
and all the other squares remain white (zeros). For a rectangular screen,
the length of the line g, is the same as the length of the lines ¢ and g; (in
our example, k=1) (Figure 57).

In other than rectangular screens, the position of the boundary points is
first determined (Figure 58).

¢ 01007107000 Ko70675%
\ [ " Y H
LAY K787 0+
g 00011000 7 !
\ i i \ 3 H
g 00811701070 rarIa
FIGURE 57. Forecast of FIGURE 58. Forecast of
depth 1 on a rectangular depth 1 on a screen of
screen. arbitrary shape.

The resulting line is then compared with a real line 2, occupying the same
position, using the function u, ;.

In practice, it is probably always sufficient to compare two adjacent lines
and to make a forecast of depth 1, i.e., to forecast the adjacent line.

If the number u, . obtained from a forecast using the lines A; and Ay is
designated 4] (4, ). the image quality may be estimated with the function

n
Upe = % ur,t (1, 141).

Example. For the pattern
0000000
0100010
0010100
0001000
0010100
0100010
0000000
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Unwe =10, which is much better than Uin. = 0.
Similarly to linear forecasting, we could define nonlinear forecasting,
which uses three lines to reconstruct a fourth. For example,

01006001000
0100001000
0010000100
0000100001

Here the difference between two adjacent horizontal shifts is preserved.

These techniques of bypassing the difficulties associated with discontinuity
are logically irreproachable and do not look excessively arbitrary. A sim-
pler method is described in the following.

The presence of diagonal lines with squares touching at the cornérs may
be allowed for if the lines in (5.4) are replaced with bottom-to-top diagonals
and the columns with top-to-bottom diagonals. Designating a pair of transi-
tions along adjacent diagonal ''lines' as /01 or /10, and a pair of analogous
transitions in the diagonal '"columns'' as \0l1 or\ 10, we may define the

sdiag

similarity of diagonal lines and columns as u{?8, =g (/10)+@(/10) and w7

= ¢ (101)+ @({10) and the "diagonal quality function' as U = Z u‘i""ﬁl + XutE.

The total image quality is expressed as the sum of the two ''quality"
functions:

Um( =U Udlag.

For fairly complex images, however, the function u is quite sufficient.

1 11 i1 11 1 i 111907 %ivr %ier Ziva
m 7 7 &
11 1 1 1 g 3 3
101 1 1 1 7 o 4
i1 1.1 1 1 1 s 0 4
11 1 1 g 2z 2z
g z z
1 11 g o 1@
1M 1 iz 7 7
11 11 " 1 11 1 a g 5
1 1 1 g 5 5
1111 11 1M 1M M i o 5 %
. 111119 ' 2 3 5
10 g 5 5
11 1 . 11111 1 el 2 % 3

o 2z

11 11 1 1 2 7 3
1 11111 11 11 1 1 7, 2 73
1 1 1 1 1 i 2 3
11111 11111 1. P4 4 &
1111 111 111 W 7 7 2
1 11 11 1 a 2z 2
1 1 1 1 1 11 1% 1111 & 2 8
1111 1 1 1111 1 1 i & 3 @9
1 1 1.1 1 1 1 W 2 7 713
11 11N 111 1. 2 I 4
1111 1 111 11 1 i 7 5 &
1 1 111 1 1 I g 3 £
1 1 101 1 1 1 Mm 9 2 7
11 1 1 1 1 1 1 11 Vo4 7 4
1 1 1113 111 11 1 & £ 8

l/linh [/column u=pe

=86 =&
FIGURE 59. Drake's cosmogram. The correct interpretation (line length
41). The fiwst line is preceded by the last line and the last column is
followed by the first column.
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Figure 59 and Table 4.7 show Drake's cosmogram. The values of
4, 3 4., andthe corresponding sums are also given. Note the consider-
able difference in the values of 4 for the correct and incorrect interpretation,
Both pictures are assumed to be drawn on a torus.

TABLE 4.7. Drake's cosmogram. Incorrect interpretation (line length 64). The quality (142) is much lower
than the quality of the correct interpretation (172).
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For fairly large imsges, it is difficult to try all the possible alternative
line lengths, especially in manual work. We will therefore propose a less
reliable, and yet much faster method. The same method has been applied
for image decoding on a screen of an arbitrary shape, when it is in principle
impossible to examine all the alternatives.

If a boundary element is interposed between two elements, its position
from some initial point p can be identified as i. We will say that the point
p: has a U-neighborhood if on both sides of the boundary symbol in position i
from the origin there are segments d such that when the right-hand segment
is placed under the left-hand segment, we obtain two lines Ay, A for which
u, ,tu , > U

Let the set of points with a U-neighborhood be {u;({/)}. The simplest
procedure using the properties of {/-neighborhoods is based on the assump-~
tion that there exists Upay such that {u;(Umax)} =1 (the power of the set of
points with a {-neighborhood is 1). This is interpreted as follows: the
image contains a pair of best lines, which are very close to each other and
pass through the part of the image rich in details. Thus, {u.(Umax)} contains
a single point u, . . The length of the U-neighborhood for u,, ., is the length
of the line; u, . itself is the reference point.

The following procedure therefore can be applied: setting U=1,2,3, ...
we establish whether or not a particular value of U is attained for more than
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a single point. If this is so, [ is increased by unity, and the search is
repeated. Otherwise, we have located a single point with a U-neighborhood.
Given this point (u pesr )» W€ use the length of its neighborhood to determine
the length of the line; the position of the point identifies the beginning (the
end) of the lines. If there is no such point, the line length is identified with
the length of the U-neighborhood of one of the points with a (U-1)-neighbor-
hood. In this case, the solution is not single-valued.

Example, Decode the pattern

010100101001110000100001.

1) Is there more than one point p; for which U 2>.1? The answer is yes,
e.g., u2, M17.

2) Is there more than one point for which U> 2? Again yes, e.g., the
same points p2, uv.

3) Is there more than one point for which U> 3? No, there is one point
us for which Up,c= 4; the length of the line is 5.

The answer to the decoding problem is the outline of the numeral 4 on a
rectangular screen,

When decoding patterns on a screen of arbitrary shape, u,. is obtained
according to the same rules; one line is then added from above and one from
below to the selected pair of lines, whose length and position are chosen to
ensure a maximum increment in U. Changing the beginning and the end of
the adjacent lines, without altering the value of U, we ensure maximum
smoothness of the boundaries, using one of the proposed functions.

Example. Consider the message

0000001 1 11100000000000100010000000001111100000001010100000
1010100011 1110000000000.

All the points u, ., lie densely between position 53 and position 58 (this is
a property of messages on an arbitrary screen). The pair of lines corre-
sponding to one of the points is given below:

0000010101
0000010101

For these lines U, ,= 6.
The best position of the next line is the following:

0000010101
0000010101
000111H1

Here U, 3= 2.
Construction of the next lines does not alter the value of U. The lines
stacked on top are

00000011111
0000000000010001
000000000111110

00000010101
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and on the whole

00000011111
0000000000010001
060000000111110
0600010101
0000010101
00011111

which gives the correct answer: the pattern of a ""window." The original

pattern is

00000011111000000
000001000100000
0000111110000
00010101000
001010100
0111110
00000
000
0

i.e., a 'window'' on a triangular screen. Thus, although knowledge of the
screen geometry is essential, it does not alter the pattern itself.

§8. ALGORITHMS ANALOGOUS TO ALGORITHMS
WHICH CONSTRUCT BILINGUAL DICTIONARIES

Letter-comparison algorithms using the properties
of close neighborhoods

In the previous sections we described examples of various algorithms
analyzing texts written in an unknown language.

We have mentioned before that the aim of this analysis is to construct
the best interpretation containing information needed for the most effective
forecasting of the inaccessible part of the text for any arbitrary partition of
the text into accessible and inaccessible paits.

Suppose that such an interpretation has been found. Examiningthe accessible
part of the text, we will be in a position to predict what comes next. We will
possibly learn to construct "correct sentences' or even ''correct texts'' in
the new language.

The next question, however, is concerned with a more fundamental aspect:
is this really what we sought to achieve when we started the decoding? The
answer is an emphatic no. After all, we still do not know how to translate
the message into a known language and into the "language of reality.'" In
other words, to give a crude example, we still cannot build the machine that
the message describes.

To effectively translate an unknown text, we should establish a corre-
spondence between the elements of our language and some elements of the
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code message. The corresponding elements in either language may be
selected by a variety of techniques; for example, we can compile a list of
sentences in the unknown language and their translations into our language;
or we may assemble lists of words with the appropriate word translations.
The best and the most natural approach is probably to compare certain
linguistic phenomena on which the predicate system of the two languages is
based. We have mentioned previously that the basis for the analysis of
textual meaning is provided by the "semantic classes of words." A bilingual
dictionary with ordinary words replaced by names of semantic classes would
be shorter and better than a conventional bilingual dictionary; a dictionary of
sentences, on the other hand, is impracticable and cannot be drawn up even
for a pair of known languages,

Translation from one language into another thus requires bilingual
dictionaries of certain elementary phenomena which make the text. This is
a necessary condition, but obviously insufficient. We should, moreover, be
able to compare the rules according to which the elements of the two lan-
guages combine between themselves. After all, the same words canbeusedto
give sentences with entirely different meanings.

In other words, we should be able to define the ''closeness relation' in
the two languages and, when preparing the translation, we have to ensure
that the words of the translition are represented by the same closeness
relations as the words of the source text.

The decoding algorithm, however, is never expected to produce apolished
and styled translation. It is quite enough if the algorithm provides sufficient
information for a human opcrator to prepare the finished translation. The
development of a '"dictionary' and ''comparative grammar'’ is therefore one
of the last aims of decoding algorithms.

We will describe an algorithm which compiles a dictionary of sorts, but
the component elements of this dictionary are letters, rather than words or
semantic units. The starting assumption is that a certain "anthropomorphic"
(i.e., vocal) language is to be decoded and translated into another known
human language. We know how the letters of the known language are pro-
nounced, but the pronunciation of the letters in the other language is unknown.
Our aim is to describe the pronunciation of the letters of the unknown language
using the letters of the known language. In the simplest case, this can be
achieved by establishing a 'correct' one-to-one correspondence between the
letters of the unknown language and those of the known language.

We will describe a simnle algorithm which establishes this correspondence
or substitution. We will also consider certain means for finding more
general solutions.

The set of permigsible solutions in this particular case is the set of all
one-to-one mappings of the letters of the unknown language into the letters
of the known language. If the two alphabets are of unequal length, the
smaller of the two should be supplemented with an appropriate number of
letters which are interpreied as ''accidentally missing'' from the text.

The basic hypothesis used in the construction of the quality criterion for
the letter substitutions is that letters conveying similar sounds should have
similar '"combination properties.'" A particular form of the algorithm
depends on the precise interpretation of the concept of ''combination
properties.”
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A similar assumption is naturally introduced when compiling dictionaries
of "semantic multipliers''* and words. It is assumed that elements of
similar significance or meaning follow the same combination pattern.
Although in certain cases this assumption is not absolutely obvious, it
nevertheless provides the only conceivable basis for decoding.

In this algorithm, the combination properties of the letters will be
represented by a table T of the frequency of occurrence of the various
letter pairs. The number P(q, a;) at the intersection of row ¢ and column j
is expressed by the equality P(a,, a,)=ﬂw, where q; and a; are
the letters of the given alphabet, ¢(a;, a;) is the number of times the pair of
letters a; and a; occurs in the text, N is the length of the text.

The combination properties of a letter g; are defined by the row of
numbers of the form P(a;, a,) in the table T.

The dissimilarity of two letters a; and a; in the same language can be
measured using one of the equations expressing distance between the points

of an n-dirmmensional space.
We define the following measure of dissimilarity of the letters g; and a;:

Glay, a1)=k§l | P(ay, ak)—P(ajx az) !,

where a,, a,, ay are letters of the given alphabet.
Now consider a certain substitution n: 4 — B of the unknown alphabet A4 into
the known alphabet B. Let a} be the image of the letter g, under the substitu-

tion . Then the function
_ n
3(a, a, =2 [P(a, )~ P(a}, a,)|

characterizes the dissimilarity (with regard to combination properties) of the
letter a; and its image @} under the substitution n.

The quality of the substitution n can be found as the sum of dissimilarities
of the letter pairs entering this substitution, provided their dissimilarity is
evaluated for the same substitution. For the qualily p of the substitution we
thus have

n

p=23(a, af n). (z)

i=]
We should thus look for the best substitution =, ., such that
p(m,., ) = min,

In principle, =,., could be found by examining all the possible substitutions
and estimating the quality p of each using equation (Z). However, the number
of possible substitutions is very large (n!), and we will therefore propose an
abbreviated procedure which, we hope, is equivalent to the complete proce-
dure for all practical purposes.

We shall say that n; is a transposition of sn;, or n; (m;), if to some pairs
a,—a/, a,—a, of the substitution n; correspond the pairs a, —a], a,—~>a/ of
the substitution n;, whereas the other pairs of the two substitutions coincide.

* I.e., names of classes of semantically close words.

178



IV. MESSAGE DECODING

As is known, for any two substitutions =, and n,, we can always construct
a sequence of substitutions mn, ..., 7w, ..., n;, where m is a transposition of
Ttw; . iS a transposition of n,, and for any pair m; mo(i<x; i>1), 7y is a
transposition of n;-;. The sought substitution is therefore always attainable
by advancing from any given substitution through a number of intermediate
substitutions, as indicated.

The transposition zn; of some substitution =n; may be a best substitution
only if p(s;) <p(n:)). If for some n; and any =n; (n;) we have p(n;) 2 p(ny), we
say that the function p has a local minimum at the point n;. Clearly, if p
has an absolute minimum at the point 7, ., it also has a local minimum at
the same point =, .

Therefore we can find the absolute minimum =, by examining all the
possible local minima.

We cannot propose a suitable method at this stage, but we will describe
a procedure which locates a sufficiently deep local minimum,

For some substitution n;, we define the set of transpositions {r; (m:)}.
For each transposition x; (m;) we calculate the increment Ap, equal to
p(n;) —p(n;). Then we choose xn, such that Ap(n,) is maximum and positive
in the set of the increments {Ap(m;(m;))}. A similar procedure is repeated
for {m (mg)}. The routine ends when we have found a substitution for which
no transpositions with positive increments exist.

To calculate the increment Ap, we have to determine p(n;) and p(n;). If
n; differs from g;in that n; contains the pairs a,— al,a, —a; and =n, the pairs
a, —a,,a —al, the increment p(n,) —p(n;) can be calculated using the following
somewhat cumbersome formula:

2 Z|P(a, a)—P(a, a)|+2 Z| P(as a,)—P (a5, @})| =
—|P(a,,a) P (a;, a’)]—]P(a a)—P(a, [—
——QZ[P(a,,ax) Pas,a)l-—22|P(as,a) P(a,,a )+
+lP(a,,a) P(a s,a)|—\P(as,a) P(a,,a)]

As the initial substitution, we can choose the one that is obtained when the
two alphabets are arranged one next to the other in the order of decreasing
numbers,

;P(a,, a,) and ZP(a;, ay),

respectively.

The initial substitution will include pairs of letters a,~ a; which have the
same number | in the corresponding sequences.

We will now summarize the algorithm in the form of a system of general-
ized instructions.

1. For the text to be translated, draw up a table 7, of numbers

@ (a; ag) + @la; a1)

Pa;, aj)= N ’

where [(a,q;) is the number of times the pair a,q, occurs in the text, N is the
length of the text.
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2, Draw up a similar table T, for the text in the known language.

3. Is the number of rows in 7, and T, the same? If not, complete the
smaller table with dummy rows consisting of zeros until the two tables are
of the same size.

4. Arrange the rows and the columns of the two tables in the order of

decreasing numbers Z_", P(a, a,) and ;P(ag, a;)-
5. Construct all the "_("2"_” possible pairs of the form af, a; and for each

pair calculate the increment Ap(aj, a})=A4p.

6. Are there any positive Ap(aj, aj)? If none, proceed to instruction 7;
otherwise, go on to instruction 9.

7. Print out the answer: the set of pairs a,— q;.

8. End.

9. Interchange row and column g with row and column a; in the second
table for which Ap(aj, a}) is maximum; return to 5.

In the case of combination properties represented by an asymmetric
[ la; ay)

N
the same lines. The only difference in this case is that the increments A
have to be calculated using a different formula.

Let us now briefly describe an algorithm using a more general trans-
formation.

We are looking for a transformation A which meets the following require-
ments.

1. For any letter a; (a;=A), there is a pair gafesTl.

2. For any letter a; (a;eB), there is a pair a;, a;EII.

3. To each of the alphabets, at least one ''dummy'' letter o! is added,
such that p(aj, a,)= 0 for any a..

4, When conditions 1—3 are observed, the sum of the numbers P(a; a))
is minimum.

Thus, a mapping of the form

g a2 a &4 %
W A ,
a 4 4 4, 4

is permissible, while the mapping

matrix with entries of the form Pa; q)) = , we should proceed along

a % 4, LA a
N , ’ ., ~
% 2 %L 4 a

is unacceptable: here the pair a,a; can be omitted without breaking conditions
1 through 3.

The distinctive feature of an algorithm using this mapping is that the
length of each row in tables T, and T, is doubled, and this in addition to the
elementary manipulations which interchange the rows of the second table.

The elementary manipulations can be divided into induced and free.
Indeed, the result of some manipulation may be an unacceptable mapping.

To ensure an acceptable mapping, some additional elementary manipulations
should be carried out.
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Free elementary manipulations are those which are not intended to
restore the mapping to an acceptable form. The true gain of an elementary
manipulation will be defined as the gain of the elementary manipulation
proper plus the sum of the gains of the best elementary manipulations
induced by the particular elementary manipulation and restoring the mapping
to an acceptable form,

At every step of the routine, we have to calculate the true gain of all the
free elementary manipulations. Then if the gain is positive, we have to
carry out the entire sequence of elementary manipulations corresponding to
the truly best free elementary manipulation. The routine is terminated
when the true gains of all the free elementary manipulations become negative.

Computer experiments were carried out using this algorithm. English
and French texts of 5000 letters each were selected for this purpose.

The correspondence is shown in Figure 60.

gt o hrhansdriwe Ffimugbpnrovyzessyg
LA R AR RARARRR RN RRRRAR
esaniturlodepmvgdbglthjzzywsx

FIGURE 60. A substitution obtained in a computer experiment analyzing
the correspondence of Fnglish and French leiters,

Tables 4.8 and 4.9 contain the relative frequencies of two letter sequences
in English and French. For convenience, all the numbers have been multi-
plied by a factor of 10,000. The order of letters in the corresponding
sequences was ignored.

The rows (and columns) with numbers of the same order of magnitude
should be close to one another, since the tables have been processed by the
algorithm. We must confess that the similarity between the corresponding
rows is not very striking.

The results of the comparison are evidently quite unsatisfactory. In any
case, they are no better than what could be obtained by a simple frequency
analysis of letters.

Let us try to establish the reasons for the poor correspondence.

In our opinion, the main reason is to be sought in distortions of ortho-
graphic origin. Thus, the two-letter combination ""th" conveys a single
sound in English; the letter 'y’ in English is sometimes pronounced as a
vowel and sometimes as a consonant. It is surprising, however, that the
same effect has not distorted the vowel and consonant identification procedure.

The inadequate results of the computer experiment focus our attention on
the tremendous difficulties in the direct comparison of the linguistic elements
of different languages.

We will now show that a preliminary analysis markedly improves the
quality of the comparison procedure. Let us first divide the letters of both
languages into vowels and consonantis (this algorithm, as we know, yields
virtually error-free results), and then compare tables corresponding to the
two classes V (vowels) and C (consonants).
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TABLE 4.8. Engtish

e t o h a n s d T tow ¢ I Im uw g b p k v y z x jqg
e 440 774 160 2173 574 794 1059 1059 148+ 230 530 420 265 605 515 80 220 330 270 170 345 230 250 75 15 5
t 774 520 749 2018 804 530 704 295 325 759 175 80 245 125 95 3156 80 40 55 35 0 120 520 5 0
o 160 749 440 305 85 624 350 270 654 195 385 205 639 405 315 410 110 175 140 130 75 100 10 O 5 0
hl 2173 2018 305 70 659 120 38 215 145 530 235 215 105 40 5 60 260 10 25 30 5 45 0 0 0 0
a 574 804 85 659 20 1054 829 505 644 224 589 340 165 455 325 95 190 110 200 85 130 195 10 O 10 ©
n 794 530 624 120 1054 10 250 819 125 1109 110 135 35 35 15 175 530 35 15 110 30 40 10 5 0 0O
s 1059 704 350 385 829 250 500 200 220 709 190 145 140 140 140 280 50 60 '30 75 25 9 o O 10 5
d | 1050 295 270 215 505 819 200 Q0 145 355 90 35 65 215 70 40 35 125 30 20 2 40 ¢ O 0 O
r 1484 325 654 145 644 125 220 145 120 395 €0 90 150 75 85 200 70 115 120 15 15 9 o0 0 5 0
i 230 749 195 530 225 1109 709 355 395 0 215 215 155 435 270 40 300 40 125 95 135 40 15 35 0 O
w 530 175 385 235 589 110 190 90 60 215 60 0 40 3 20 5 5 06 5 6 0 5 0 0 0 5
c 420 80 205 215 340 135 145 35 90 215 O 30 20 8 5 8 925 5 5 60 0 15 0 5 0 0
§ 265 245 640 105 165 35 140 65 150 155 40 20 130 140 20 50 20 25 10 0 10 50 o 0 0 5
1 604 125 405 40 455 35 140 215 75 435 30 85 140 490 20 180 105 105 60 70 5195 5 0 0 O
m 515 95 315 5 395 15 140 70 85 260 20 5 20 2 3 9 2 15 70 0 0 5 0 0 0 0
u 75 315 410 60 95 175 280 40 290 40 5 8 50 180 95 0 110 8 70 5 Q@ 15 5 Q0 2 2B
g 930 80 110 260 190 530 50 35 70 300 10 25 20 105 20 110 40 15 5 10 5 2 o0 0 0 O
b 330 40 175 10 110 35 60 125 5 40 O 5 25 105 15 8 15 10 0 ¢ o0 8 0 0 5 0
P 270 55 140 25 290 15 130 30 120 125 5 5 10 60 70 70 5 0140 5 0 10 02 0 O
k 170 35 130 30 55 110 75 20 15 95 65 60 0 70 o0 5 1 © 5 o0 0 10 00 0 O
v 345 0 75 5 130 30 25 2 15 135 0 0 10 5 0 0 5 0 0 o 010 0000
Y 230 120 100 45 195 40 90 40 9 40 %0 15 50 195 50 15 20 8 10 10 10 0 0 0 5 0
z 25 5 10 4] 10 10 0 1] 0 15 0 (] 0 5 0 5 0 0 O 0 0 O 5 0200
X 75 20 0 0 0 5 0 0 0 3 0 5 0 0 0 0 0 0 2 o 0 0 00 0 0
i 15 5 5 Q 10 Q 10 0 5 9 0 1] 0 0 0 2 o0 5 0 0 0 5 0 00 0
q 5 0 0 0 0 0 5 0 0 0 5 5 5 0 0 25 0 0 o 0 0 0 0 0 O
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TABLE 4.9. French
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v C

Since the numerical entries in the off-diagonal blocks VC and CV are
substantially greater than those in the diagonal blocks VV and CC, it suffices
to calculate the sums in VV and CC. We have*

'A% cC
French text 1972 4302
English text 1330 5261

We conclude that the first class of French letters (vowels) corresponds
to the first class of English letters. We further divide the vowels of each

language into subclasses:
French text:
e, a0 t, Uy

e.a0 | 256

i, u, y| 785 , 146
English text:
e, 0 a,tuy

e, 0 | 326 | 385
a,i,uy| 385 | 234

A comparison of these tables establishes a correspondence between the
French e, a, 0 and the English e, o, the French {, u, y and the English a, i, 4, y .
Corresponding subdivision of the consonants gives for the French text

s, ron d,m h ox, z (class 1)
bod, g,op, t koo, g [ v, w, | (class 2

and for the English text

S, rom hom hox, g j (class 1)
bod, g ptikoc,f w, v (class Q)

The diagonal squares of the corresponding tables are the following:

cl.1 cl.1 cl.2 cl.2
French 1174 416
English 936 372

We have again obtained a correct correspondence., Further subdivision
into smaller categories in principle could provide detailed information on the
correspondence of the individual letters of the two languages, but unfortunately,

* The calculations were carried out using Table 4.3.
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for fairly small texts, the information concerning combination and frequency
properties is too scanty.

The next algorithm possibly can be applied using the preliminary division
into classes and restricting the comparison to letters which belong to the
corresponding classes only.

The above calculations show that in order to establish a valid corre-
spondence, the''predictive systems'' of the text should first be analyzed. In
particular, it is clear beyond all doubt that straightforward comparison of
letters in the two languages is doomed to failure. It is the "'semantic
classes'' obtained by a separate treatment that should be compared.

An algorithm using distant neighborhoods

The previous algorithms represent the so-called ''statistical" approach
of the military deciphering techniques. There are algorithms, however,
which utilize the alternative conception, namely the method of characteristic
words. Let us consider the set of permissible solutions and the quality
function of such an algorithm,

This algorithm also establishes a correspondence expressed as a certain
substitution. Let us first estimate the quality of the pair a,, ¢/ entering the
substitution 1. We will designate the letter a, which occurs in position p in
the unknown text by the symbol a:(p), and the letter g/ which occurs in
position / in the unknown text by the symbol a;(f). A pair of letter sequences
will be called a permissible u, v-neighborhood of the pair a (p), a/(f) if for
every k(k<u) and m(m > v) the pair a, (p-+ k), a, (¢ + k) and the pair a (p—m).
a, (t—m) are elements of n. The difference y — v will be called the length of
the permissible 4, v-neighborhood. The maximum length among all the
permissible u, v -neighborhoods of the pair a, a; will be used as the quality
of the pair a,, a, or g¢(a,, a;). The quality Q of the substitution x can be
defined as the sum of the qualities of the constituent pairs:

Qm=Zq(a, ay).

The higher Q(n) the better is the substitution. For the best substitution
M » Q (7, ) is minimum.

While the previous algorithms of this section used the properties of
nearest neighborhoods, the present algorithm is based on the similarity of
long letter sequences. Both principles naturally can be combined into a
single procedure.

§9. CLASSIFICATION ALGORITHMS (END)

""Mathematically'' correct algorithm for vowel-and-
consonant identification

We will describe one of the ''mathematically” correct algorithms
minimizing the function K.
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We will say that K; has a local minimum for a partition R=#k, &, of the
alphabet A into two classes, if a transfer of any letter from the class g, into
the other class k, and vice versa does not generate a partition £], &, for
which K, is smaller than for R=k,, k.

If there is no partition such that K, is smaller than for R, we say that the
function K, has an absolute minimum for the partition R.

Clearly, if the function has an absoclute minimum for the partition R, it
also has a local minimum for that partition. Therefore, the absolute mini-
mum can be found by examining all the local minima (i.e., all the partitions
for which K, has a local minimum),

A subset & (8 — A4) is said to be permissible if for every g, (a; = &) we have

m

E (P(at: ag)— Z‘P(at: a1)>0

i=m+

Here m=|®], a,=8; q;=8; a, = A\R.

The following two theorems hold true:

Theorem 1. If both classes of partition k&, k, are permissible, the
function K, has a local minimum for &, &,.

Suppose that the proposition of the theorem is not true, i.e., there exists
a letter a, which reduces the value of K, when transferred from &, into &,.
The classification obtained when a, is transferred from k; into %, is desig-
nated k|, k;, so that k|, kj=Fk \a, B Ua,. The value of K, for &, k] is

E ola;, a)+ 2 E @lae a)—
=l k=m+] l=m+

—23qla. a)+2 X ola. a)
f=i R=m+1

iMs

The value of K, for k,, &, is

P

uMs

q)(an /)+ Z Z q)(ak’ al)

=m+1 [=m+!

By assumption, we have

2 e 3, 3 3 ol a)- 3 Sota, a)-
- X Z q:(amaz)+22q9(apa)—

k=m+! [=m
n

—2 Z (p(ax,ak)>0
k=m+1
or

m n
Z @ lay, a)— E P(ay, ap)>0,
iml k=m+1

which is impossible, since a, belongs to a permissible class and thus
satisfies the inequality

n

2, 80 @)= Dola, a)>0.
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Theorem 2. If the subset & is impermissible, any subset & contain-
ing &, is also impermissible,
Since &, is impermissible, there exists a letter a,, such that

n m
2 ola. ak)—lgltp(an a)) <0,

k=m+1

where q;, a, are elements of &, and a, is not an element of this subset.
Consider the following expression:

n

!
Z P (aX' ar) - S§ P (axv a:)'

r=f+1

where [R,|=/; a, is naturally an element of &, a,=8,a, = A\ &. It is
readily seen that

” n

/
2 . P (a.rv a,)= 2’ (P(ax, ap) — 2 (P(axv ap)v
+ k p=m+l

=m+l
where g, & \ &,, and hence

n

n
E play, a) < 2 P lay a);
k=m+1

r={+1

at the same time

!

1 m
Z P (a.r) ag)= 2 P (ax, @)+ 2 q’(ax» ap),
s=] i=1 p=m+l

/ m
so that thp(a,, a,) is greater than or equal to thp(ax, a;). All the more so,
Som i=

n !

r%]m(axv ar)_ Zq)(axw a3)<

s=1
n

< 2 olag ak)—g;ltv(ax, a:),

k=m+|

and it is thus negative.

The two theorems lead to a construction of an algorithm which examines
all the permissible classes., Theorem 2 enables us to shorten the examina-
tion procedure. We then seek all the possible nonintersecting pairs of
permissible classes which cover the entire alphabet. Every one of these
pairs is a local minimum in virtue of Theorem 1. The absolute minimum is
picked out from among the local minima by direct examination of the alter-
natives. Let us summarize this algorithm in instruction form:

1. Construct all the possible subsets of the alphabet, containing ¢ letters
each.

2. Omit those subsets which are not permissible,

3. Draw up a list of all subsets containing f + 1 letters each and not
containing any f-letter impermissible subsets.
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4. Is this list empty? Yes: proceed to instruction 5. No: substitute
¢+ 1 for f and return to instruction 2.

5. Find all pairs of nonintersecting permissible subsets covering the
entire alphabet, compute the value of K, for each pair, choose the pair for
which this value is minimum; the particular pair of classes provides the
solution.

6. End.

The initial value of the parameter /is 2. Theorem 2 helps us with
instruction 3 of the routine: in virtue of the theorem, we do not have to
construct all the possible subsets containing ¢+ 1 letters each, but only
those which are made up of permissible /-letter subsets. The permissibility
check is based on the inequality

n

Z’ (p(ax- ak)_ ié (p(ax» ai)> 0»

k=m+1

which should hold true for every letter of a permissible subset.

An algorithm translating syllabic writing
into alphabet writing

The vowel-and-consonant identification algorithm assigns the value of one
binary feature to each textual element. The algorithm discussed in this
subsection, on the other hand, assigns the values of two features to each
element, and these are moreover multidigit, and not binary, features.

This algorithm is evidently far from being able to determine on its own
the number of distinctive features and their possible values. It nevertheless
has a two-fold practical importance. First, it may help to establish the
pronunciation of letters in the so-called syllabic writing, and second, an
analogous algorithm will be useful for morpheme identification,

There are many examples of writing in which a single element corresponds
to a sequence of sounds, rather than to a single sound. When a syllabic text
of this kind is to be decoded, it should first be transcribed into normal alpha-

bet writing. Then the pronunciation and the grammar are easier to determine.

The sequence of sounds corresponding to a syllabic element is often not a
true syllable. It commonly has the following standard structure: the first
sound is consonantal and the second vocalic.

This, in particular, is the case in Creto-Mycenaeanwriting. For example

G-ty Tt FE-zo A—prt, F-pg
9‘)—1‘1’, C-22,(M-pa, 2-ve , etc.

In decoding such syllabic writing, the algorithm should translate each
syllabic symbol into a pair of symbols, whereby the second symbol is
common for all syllabics with the same main vocalic sound, and the first
symbol is common for all the syllabics with the same consonantal sound.

The set of these symbols constitutes an ""ordinary' alphabet replacing
the syllabary.

The morphological interpretation of the algorithm will be discussed
later on.
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The algorithm is built as follows. Two classifications g, and k%, of the
syllabary S are built. According to the first classification, syllabics with
a common vocalic part, e.g., ta, pa, ka, etc. are grouped in one class;
according to the second classification syllabics with a common consonantal

part (fa, tu, to, ..., etc.) are in one class,
The classes from &, are identified by the symbols a,, 22, ..., and the
clagses from k, by the symbols B, B2, ... . If k is a vocalic classification,

each syllabic can be assigned a sequence of the form f;, «,. An ordinary
alphabet A corresponding to the syllabary comprises the symbols ay, oz, ...,
Gm» Bis -.., Br. The alphabet A may also contain symbols for "null" vowels
and consonants. A "nullvowel,” i.e., a symbol denoting the absence of

a vowel, is required to transcribe a syllabic which corresponds to an
unpaired constant, and a''null consonant'' is required for the transcription
of vowel syllabics.

It turns out that %, and k&, cannot be defined arbitrarily. The sought pair
of classifications should have a certain restrictive property. If a given
pair has this property, we will refer to it as a permissible pair.

Having defined the set of permissible pairs, we examine it for the best
pair, i.e., the one extremizing some quality function.

Let us describe a permissible pair of classifications. It is readily seen
that if one classification contains m classes, each class of the other classi-
fication will contain at most m elements. Suppose that k£, comprises two
classes, the class of syllabics corresponding to the vocalic sound a and the
class of syllabics corresponding to the vocalic sound i. Consider the class
of syllabics in %,which contain the consonant p, say. It will naturally
contain the two symbols pa and pi, or only one of these syllabics (since some
elements of the gyllabary S may be missing from the text). No thirdelement
in addition to pa and pi may enter this class, since there is no third vowel
to combine with the characteristic consonant of the class.

In some syllabic languages, different syllabics may convey the same
sound sequence, but then our algorithm isg inapplicable,

It is moreover assumed that pairs of classifications for which fewer
syllabics are missing from the text are relatively more likely to be valid.

Let us consider the quality criterion to be applied to a permissible pair.
Consider a table T, ={/(s;s))| where the entry in row / and column j is the
number of ordered groups of the form s;5, occurring in the text. The row ¢
of the table therefore contains numbers which indicate which elementsof S
follow some given s; and with what frequency. Let s; be decoded as Bx, au.
It would naturally seem that the appearance of the row i/ depends to a greater
extent on ¢, than on B,, and therefore rows corresponding to combinations
ending with o, should be close to one another. Conversely, close columns
are those which correspond to groups beginning with the same letter.

Closeness of rows and columns can be estimated in terms of some
distance between the points of an n-dimensional space (where n=|S|). We
will use the simple relations

n
&, (sq, Sj)=kzllq>(s,-sk)-—q>(s,sk)| for rows, and
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Gy (51, 5;) =k§ |9 (se8:) — @ (se5)) | for columns.

Here o and 02 indicate dissimilarity (distance), and s, runs through the
entire syllabary.

We can now construct two tables T, and T; presenting the row and the
column distance of the table T,

Let the adjacent rows in T, and T; correspond to the same class, so that
the table can be divided into strips, each containing rows of one class only.
The tables will take the form shown in Figure 61,

The hatched squares in Figure 61 contain entries which indicate the
distance of elements of a certain class from other elements of the same
class. In virtue of our basic assumption, these distances
should be small, and the sum of the numbers in all these
squares will also be relatively small if the classification
is likely.

We designate the sum of entries in the quasidiagonal
squares of the table T; by £,, and the corresponding sum
for the table T; by Z,. To construct a quality function, we
use the obvious line of reasoning, which maintains that in
a good pair of classifications, even the worst classification
is sufficiently good. Therefore, we may take

FIGUREB1. Partition

of a table into strips
corresponding to vo- K(ky, k) =max (Z,, &).

calic classes.
Here K, is the quality of a permissible pair. Unfortu-
nately, the meaning of K, is clear only when the number
of elements in each class of one of the classifications is precisely equal to
the number of classes of the other classification. In our more general case,
we either have to use a more complicated function or to alter the definition
of a permissible pair. We adopted the second course.

The final definition of a permissible pair is therefore the following:

1. If one of the classifications contains m classes, the number of elements
in any of the classes of the other classification is at most m.

2. The sum of the distances from an element s; to other elements of the
same class is less than the sum of the distances from s; to elements of any
other class.

3. With conditions 1 and 2 satisfied, no other pair of classifications k]
and k; exists which satisfy conditions 1 and 2 and such that

[k =1kl and | &3] <| ko).

The simplest search algorithm for a permissible pair of classifications
calls for a detailed examination of all the possible alternatives, rejecting
the impermissible ones and picking out among the remainder the one with
minimum K,. This algorithm, however, is quite impracticable.

We will therefore propose a shorter routine for deriving the best solution
which, we hope, is equivalent to the complete examination procedure for all
practical purposes.

We construct two sequences of classifications &, k. k3, ... and kg, kg,

Table T, corresponds to one of the sequences, and T7T; to the other.
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Using one of the tables, we proceed to construct progressively finer
classifications, whereas the other table is used to construct progressively
coarser classifications. The sums ZI,; decrease, while the sums 3,
increase,

The value of K, is first determined by the sum 3, and then by 3,,, as
shown in Figure 62,

f
1
1
z
FIGURE 62. The functions £, , and K,.

The thick line in the figure is the plot of K,. We see from the figure that
the minimum of the function occurs at the point x, i.e., the sequence of the
classification pairs can be terminated when we reach a pair of classifications
built on the basis of rules 1 through 4 in which Z.;is greater than IX,;.

We will not go into a more detailed description of the computation proce-
dure. It suffices to note that it largely draws upon the algorithm described
on p. 155,

Our algorithm may be given an interesting twist if it is applied to words,
rather than syllabics. Each word may be regarded as an element of some
"grammatic'' classification and an element of some "lexic' classification.
For example, the Russian word "iouwoi’" [home, in the sense of "'going home'']
is classified in one grammatic class withthe words ''croiomi, ""Boaoilt, npeiensen's,
fdeclensions of the words "table," "water," '"'solution''] in that they are all
instrumental case singular. On the other hand, this word is part of another
class containing the words ‘'towt, riomar, riiomaxn, ete., all based on the same
root "aom" [house or home]. The relationship to one of the grammatic
classes in Russian is generally identified by the suffix. This is not always
so, however, and the nominative case has no identifying suffixes. In this
case we are dealing with "null suffixes."

The entire situation is completely analogous to the various assumptions
regarding the structure of syllabics. Similar considerations can therefore
apply to the construction of a quality function.

The table T, can be replaced with a table of conditional probabilities that
if a word A; appears in a simple sentence, thenthe word A, will also appear
in the same sentence.

"Lexically' similar words should "control" other words according to the
same pattern. '"'Grammatically' similar words, on the other hand, are
conversely ""controlled' according to the same pattern: e.g., the accusative
case is conditioned by the presence of the so-called transitive verbs in the
sentence. This is entirely analogous to the starting assumptions used in the
construction of the quality function of the algorithm.

Thig method of analysis is fairly interesting in that it detects "null"
morphemes. At a later stage, we will consider a morpheme-identifying
algorithm which is unable to identify words. This algorithm, however, will
not identify the ''null" morphemes, either.

191



EXTRATERRESTRIAL CIVILIZATIONS

The algorithms probably should be applied in the following sequence:
first, we detect the "'non-null" morphemes, then words as certain combina-~
tions of these ''non-null" morphemes, and the words are then again parti-
tioned into morphemes by the above algorithm,

An algorithm for "'semantic'' classification of words

Classification algorithms are particularly significant for decoding the
meaning of a text.

We have mentioned before that external dissimilarity in the appearance
of words does not always indicate that the words are significantly different
in their meaning. The verbs "to have' and ''to possess'' are quite dissimilar
morphologically, and yet their meaning is evidently very close. It is
generally difficult to predict which of the two words, "car'' or "automobile,"
will be used in a sentence, but they are evidently synonymous.

A classification grouping words of similar meaning in an unknown text
will greatly enhance the intelligibility of the text. This operation is there-
fore a necessary step in any decoding routine. As we shall see, a ''seman-
tic' classification also provides a quantitative estimate of the "'semantic"
closeness of words.

We will describe a method proposed by Yu. A, Shreider for developing a
system of classifications. In this method, binary and ternary classifications
are assumed, i.e., classifications partitioning the entire set of words into
two or three classes. For a binary classification, one ofthe classes contains
all the words with a certain common semantic feature, and the other class
comprises all the remaining words. In a ternary classification, there is
another class of words with an opposite property. Thus, one class of a
binary classification may contain words associated with the concept of
"space,'" whereas the other class will contain all other words, unrelated
to this concept. The concept of "animation'" may constitute the basis of a
ternary classification: animate, inanimate, and words to which this
feature is inapplicable (e. g., the word "show'').

A partial list of useful distinctive features (classifications) is given
below: 1) intelligence, 2) elementarity (the property of being unique,

3) action, 4) animation, 5) positiveness (good —bad), 6) greatness (large —
small), 7) space, 8)time, 9) order, 10) the property of being a boundary,
11) perception, 12) change, 13) the property of being a part of a whole.

The presence of a certain feature in a given word will be identified
by the appropriate number, and the presence of the opposite property will
be identified by the number with a bar on top, Some examples of semantic
codes of various words are given below:

algorithm 3, 9, 12.
compuration process 3, 9, 12,
wstant 8, 8. 13.

fool 1, 2, 4, 5.

rest 3, 5, 8, 18.

French plural article 2.
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The "semantic codes' can be replaced with vectors, thirteen-
dimensional in this case, with the numerals 1, —1, or 0 in the -th
position, accordingas the particular word has the property in question,
the opposite property, and no such property:

fool1,1,0,1, —1,0,0,0,0,0,0,0,0,

For this thirteen-item semantic classification, closeness is estimated
using the equality

Py (a, b)=‘§1‘l(9/y M),

where g; is the i-th coordinate of the word a, n; is the {-th coordinate
of the word b,

(0, if e=m, ]
1, if gg==x1, 5,=F1, {

- » i ’ 1 4.5

l(elt 7]1) 92, if ei=0' N == i, i ( )
| or gy==1, 1,=0, |

Here the distance is chosen so that words with opposite properties are
closer to each other than words characterized by presence and absence
of a property (e.g., the words "giant" and ""dwarf' are closer than the
words "giant" and "philosopher'). The distance px (a, b) is independent of
the text: it is determined by the choice of the semantic categories.

A certain textual distance is defined in the following. Using this
distance, we can establish a list of categories (the set of classifications).

L.et the distance L{a, b) between the words ¢ and 6in a sentence be
defined as the number of words from a to 4, inclusive. (We know that
visual distance does not always correlate with distance in meaning. The
distance is therefore measured using the so-called graph of the sentence,
and not the straightforward text.) Thus L(a,a)= 0, and for adjacent words
L(a,b)= 1. The distance is defined as the mean value of L(q,b) for all
sentences with o and b occurring simultaneously. If the words ¢ and »
do not occur in a single sentence in a text T, we take pl(a, b)= oo.

The function pr(a, b) characterizes the distance between ''combining"
words, whose semantic relation is such that they appear jointly in one
sentence, For "'mutually exclusive' words, such as "house' and "hut,"
the function p}(a, b)takes on very large values, despite the obvious
closeness in meaning of the two words. Mathematically, this shortcoming
of the function pl(a, b) is manifested in the fact that it does not have one of
the basic properties of a metric distance: the "triangle inequality"
(p(a,b) +p(b,c) 2 pla,c))is not satisfied for this function. We therefore
have to define the distance pr(a, b).

Let

p3(a, b)=mcin [(e%(a, o) +pl (e, B)],

ok(a, b)=min [p5! (a, )+ o (e, D)), (4.6)
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The textual distance pr(a, b) is defined as

ps{a, b) =k1in;p’; {a, b).

This quantity satisfies all the properties of a normal distance.

Given a certain set of clagsifications, we can apply pr(a, b) to examine
a certain text and hence to improve the original set of categories. This
is based on the assumption that the distances pr(q, ) and px(a, b) are
consistent. For example, we may assume that a small pr(g, ) leads to a
small px(a, b), and vice versa.

We will now describe the application of the algorithm. The semantic
vectors are defined for a list of words picked out from a given text
(Shreider suggests assigning semantic codes to predicate words only,
and not to objects, and especially not to proper names, such as "Ivan,"
"Moscow,' etc.). In decoding, all the coordinates of the initial vectors
should be zero.

The distances pr(q, b) and px(a, b)are then determined for these words,
and compared with each other. If the consistency criterion is satisfied,
the routine is terminated. Otherwise, the system of semantic categories
is altered.

Two cases may arise:

1. For some word pairs from {a, b}, pr(a, b) < px(a, b). In this case, the
coordinates which are different for numerous word pairs from {g, b} are
eliminated from the list of coordinates (the column vectors). This lowers
the dimension of the semantic vectors because the column vectors dif-
ferentiating between words which are close in a given text are omitted.

2. For some pairs from {a, b}, pr{a, b)> px(a,b). In this case, new
semantic coordinates are introduced in the following way: we search
for a word ¢ such that

d =pr(a, ¢)—prlc, b)y=max. (4.7)

This word ¢ corresponds to a new semantic category (coordinate) which
takes the value O for the words 4 satisfying the inequality

pr(c, dy<pr(c, b)+ 3, (4.8)

and the value 1 for all other words (for the word b this coordinate is 0,
and for g, it is 1).

In other words, if the word ¢ is ''table,' introduction of a new semantic
category corresponds to classification of words according to the presence
or the absence of the property of '"tableness."

We +hus obtain a new system of coordinates, different from the original
system. It is checked using the consistency criterion and, depending
on the results, we pass on to a new coordinate system or terminate the
routine.
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Algorithm determining the graph of syntactic connections
of words in a scntence

We have mentioned earlier that the visual distance between the elements
of a message does not correspond to the intuitive "closeness of meaning.'
In other words, the intelligibility of a message (i. e., the ability to predict
the content of the inaccessible part after examination of the accessible
par‘t), although relatively low if the visually observed closeness relations
are used, may be markedly enhanced if we pass to optimal relations.

For example, if the message is a linear succession of signals, the
successive signals may be regarded as maximally close; however, if the
message is a scan of a two-dimensional image, signals separated by a
single line length are also maximally close.

Therefore, if the particular signal represents a dark detail in a
pattern, a similar black-dot signal can be expected not only in
immediate adjacency to the first signal, but also after a certain interval.

Words of an '"ordinary'' language related in meaning do not nccessarily
occur one next to the other, either. The arcs in the sentence in Figure 63
[from Walt Whitman's Song of Myself] connect words which are more
""closely related'' than the unconnected words.

the flag of my disposition, out of hopetul green <tuft woven

FIGURE 83. Syntactic linkage of words in a sentence ".. . the flag of
my disposition, out of hupeful green stuff woven™ (Walt Whitinan,
Song of Mysclf).

Pairs of linked words are meaningful, albeit sometimes "half-baked,"
e.g., ''flag of," "of hopeful," "hopeful stuff," whereas other word pairsare
meaningless, such as '"green woven,' ''disposition stuff,'" etc. There is
a very close syntactic and semantic linkage betwecen the two extreme words
of the sentence, ''flag woven."

In some texts (e.g., in Latinpoetry), the great visual distance between
words related in meaning gives the impression of an intentional jumble
(Figure 64).

In  nmova rert ammum  mwtalas dicere  formas corpora

FIGURE 64. Syntactic connections between words in a Latin sentence
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Retaining the original word order, the sentence can be translated as
follows: "In new attracts the soul changed to tell shapes of bodies,"

i. e., the soul is drawn to tell how bodies change into new bodies. Know-
ledge of the true relations is essential for detecting higher level units,
since these units consist of '"close' units of a lower level.

In describing the basic version of the algorithm below, we shall assume
that both the lower-level units — words — and the higher-level units —
sentences — are known.

This algorithm should establish a "true' semantic closeness between
words in a sentence, or more precisely, in a simple sentence, i.e.,

a sentence which does not contain other sentences.

Qur problem will be solved if we identify pairs of words in a simple
sentence which are directly related in meaning.

A pair of words directly related in meaning can be described as a
segment of a line whose ends correspond to the particular words or to
some symbols replacing the words. Then the entire set of words in a
sentence which are directly related in meaning will be represented by a
drawing, or what we call a graph, of the general form shown in Figure 65.

;]vanced\ people
cloud from decided
/ slowly \\
black the we«t meeting
FIGURE 65. Pairs of words con- FIGURE 66, A graph with inde-
nected by straight segments are termirate meaning.
meaningful.

The shape of a graph characteristic of a simple message can be
predicted in advance. The prevailing opinion is that the graph of a simple
message is a 'tree, "' or in other words a graph without cycles. A graph
is said to be connected if, by retracing its segments (sides) we can pass
from any vertex to any other vertex; a connected graph is called a tree
if there is only one such path between any two vertices.

This is a reasonable assumption, which indicates that all the words in
a sentence are connected in meaning, though possibly not directly.
Moreover, these connections are unambiguous, whereas the graph shown
in Figure 66 is ambiguous; there are two possible interpretations of the
sentence, ''decided meeting people' or ''people decided meeting."

The basic assumption used in constructing a quality function is that
there is a strong predictive link between words which are directly
connected in a sentence. However, to apply this principle in practice,
we have to set up a certain classification of words. First, words occur
fairly infrequently, and pairs of words are even more infrequent. The
introduction of classes enables us to group numerous words into a single
category, representing the individual words by the appropriate class
symbol. The class symbol will occur frequently in the text. Second, the
alphabet of words is very extensive. Unless it is compressed, no computer
experiments will be able to test the algorithms.
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The classes must not be defined at random: ''good' classes should be
introduced, with the aid of a special decoding algorithm. We cannot
propose any particular algorithm of this kind at present, but we have a
rough idea of what they should look like.

The algorithm probably will be based on the so-called ‘'grammatic"
classes of words. In our specimen calculations for a Russian-language
text, we used the following selection of classes: cases of nouns and ad-
jectives, finite verbs, adverbs, verbal adverbs, infinitives, prepositions,
conjunctions, particles.

Fach word is then assigned the symbol of its class, and the text is -
decoded using these symbols.

Consider how words (or, more precisely, classes of words) predict
one anocther in a sentence. Let us compute the conditional probability
of a word of class k; occurring in a sentence if it contains a word of
class k;. This conditional probability can be computed from the equality

plky ky) PRy ky) @k k)

p (kilkj)= p(k) PR ok

Here p(k; k,)) are the probabilities of the joint occurrence of words of the
classes k; and k; within a simple sentence, p(k;)is the probability of oc-
currence of the symbol k;in a simple sentence. P and ¢ denote relative
and absolute frequencies, respectively.

To estimate the "mutual predictability' of the symbols &, and k;, we
form the average of p(ki/k;) and p(k;/k;}, denoting it j(k&, &)).

A partial predicate system for a given text is defined as the square table
of numbers p(ki, &;)-

If a certain sentence tree is given, we can assign a weight p(k (M), &,(%))
to every side of the graph joining the words A, and A,. This weight is a
function of the classes k; and k&; and the words A, and A, at the two end-
points of the segment.

It is assumed that words directly connected in a graph are characterized
by a high mutual predictability. We may therefore use as the quality function
of the graph the sum of the numbers p(k;(A.), k;(Ay))for all the sides of the
graph.

The set of permissible solutions in our case is thus the set of all the
possible trees constructed from the symbols of the given simple sentence,
and the quality function is

D= ; ; Bl (Ry), ky(A)),

where A,, A, are the symbols joined by the particular side of the tree.
The best solution maximizes the function D.

A similar problem has been tackled in mathematical economics to find
the shortest interurban telephone network. There are two versions of the
algorithms extremizing the function D. We will describe here the simpler
of the two, published in /6/. This method, like most other algorithms
of the so-called discrete analysis, is not exact, but it is quite acceptable
in practice. In principle, a rigorous and exact algorithm can be devised,
which would examine all the possible trees, calculate the corresponding
values of D, and choose the tree which maximizes D. For long sentences,
however, this method is too cumbersome to be practicable.
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The set of word symbols of a given sentence is partitioned into two parts,
accessible and inaccessible. Initially, the accessible set is empty.
The first step is to choose two vertices A, and A; such that

ple), k(25)) = plk (M), R(A)),

where A; and A; are two words of the text which do not coincide with A, and
A2, respectively. The vertices A, and A, are accessible and are joined
by a side of the graph.

If there are both accessible and inaccessible vertices, we search for
an inaccessible vertex A such that

.5 (k (ku)’ k (}“m) ) > ﬁ (k (}"w)» k (A'w) )»

where A, 1s some accessible vertex, A, is any inaccessible vertex other
than A, and 1, is any accessible vertex. The vertices are joined by a side
of the graph, and &, is added to the list of accessible vertices. If there
are no inaccessible vertices, the routine is terminated.

This algorithm has a number of more interesting versions. We can
indicate the order of best reading of the sentence, i.e., the examination
procedure which ensures the fastest decoding of meaning. The "'main
ideas,' or more precisely, the main words are the first to be grasped
in this way. We can thus fix a certain order of preference or a subordination
relation for the words in the sentence.

To this end, it suffices to indicate directions on the sides of the graph
comecting the different words. These directions are determined from the
following considerations: a subordinate word more strongly predicts its
principal, is "in a greater need of the principal," than the other way
round. Therefore, if p(k(r;)/k(X;))> p(k(%;)/k(};)) the arrow should point
from A; to A;.

If we read the sentence in the reverse direction, the sense of un-
intelligibility and confusion will persist for a longer time, since the
already examined subordinate words strongly predict their principals,
which still remain inaccessible.

Anyone who has ever tried to learn German and Latin is familiar
with this curious feeling!

An algorithm identifying "types of syntactic relationship"
of words

The algorithm described above has been checked manually for small
examples only., However, before proceeding with serious experiments,
we should analyze some of the errors which this algorithm introduces.

Apparently, most of the errors are associated with the extreme
imprecision of the description of the different words: after all, even
words of the same grammatic class are markedly different from one
another. For example, the sentence "structure of hydrogen atom"

[in Russian — stroenie atoma vodoroda] is coded as ngg,,g,.* If

* Nominative case of a noun, genitive case of a noun, genitive case of a noun.
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n, Pna £2)> Blgas £a) (as is to be expected), the
/\ algorithm will produce the tree shown in
g g, &, Figure 67a, whereas the correct graph of
a b this sentence is b in the same figure.
It is readily seen that connectedness of
FIGURE 67. Incorrect (a) and correct words is sometimes independent of their
(b) graphs of the Russian sentence grammatic form; for example, the graph
“structure of hydrogen atom” — for the part of a sentence which reads 'by

stroenie atoma vodoroda. structure of hydrogen atom' [stroeniem atoma

vodorodal in Russian is evidently independent
of the case of the first word and therefore coincides with the graph of the
original sentence "'structure of hydrogen atom" {stroenie atoma vodorodal.

The algorithm described below is intended for avoiding these errors;
it is also of independent interest.

Suppose that words are described using two classifications, and not
one as before. One of these classifications is a grammatic classification,
and it will be identified with the classification previously described.
Another classification is a lexic classification. We assume that the classes
of the lexic classification contain words with a common base. Each word
is thus described by two symbols: the symbol of its grammatic class
and the symbol of the lexic class.

A "partial predictive system'" for this description of a dictionary can be
presented in the form of a table where the row g; contains numbers cha-
racterizing the grammatic class g;, and the column under [/; contains
numbers characterizing the lexic class /;. The entry in the square i, §
in the table is the conditional probability that a sentence containing a
word of class i will also contain a word of class j. The numerical
entries are calculated by analyzing a certain text

Once the table has been computed, we can calculate the so-called
connecting function ¢ for any two words A; and A;:

oA, 2)=p (g(lj)/g(li) Y+ p(gAp/i (A))+
+p (L AN1g)) +p (L (AL (A)).

This function coincides with the conditional probability, but it has the
advantage of enabling us to described words in terms of two different
classifications. .

We have already noted that the lexic grammatic classes coincide with
the classifications of syllabics into vocalic and consonantal. A given pair
of classifications therefore can be identified in principle by an algorithm
similar to that mentioned on p. 191,

199



EXTRATERRESTRIAL CIVILIZATIONS

As in the first version of the algorithm, the table of conditional
probabilities is replaced by the table of mutual predictabilities, i.e.,

numbers of the form p(k,, k})=-2l—p (ki/k;) + p (k;/k;); the connection function
o2 calculated using the table {p (&, &;) || takes the form

0y (A Ap)=p(g(n), g(A)) + 5lg(Ay), ¢ (A))+
+ (L), )+ pL(A) 1 (R)).

Consider a sentence where every word has been coded with a pair of
symbols of this kind. We can then construct a tree of this sentence as-
signing the numbers o: (A, A;) to the sides of the graph and applying the
procedure described above.

Errors of the kind encountered in the sentence 'structure of hydrogen
atom'' are corrected because the connecting function allows for the frequent
joint occurrence of the two words "hydrogen atom'" in a single sentence,
irrespective of the cases (this fact is expressed by the high value of the
term p(g(h;)/{ (r,)). The sides of the graph are directed using the same
considerations as before.

This algorithm yields qualitatively new information about sentences.

We can establish four types of connection, depending on which of the

terms makes the largest contribution to the value of the connecting function
o2, P(&(A3) /() , p (gL (M), p (L (A1 (A))or p(L(A)/g(R)). Their interpretation
is readily understood if we remember the concept of ''subordinate clauses"
taught in high school. Knowledge of the various connections enhances the
intelligibility of the text, since it provides the possibility of direct pre-
diction of words. Let us consider the different types of connections.

I.g g type. A form of connection whereby the grammatic class
of a word A; strongly predicts the grammatic class of a word A;, an effect
generally called consistency.

II. I - g type. The lexic class of a word }; strongly predicts the
grammatic class of a word A;. In traditional grammar this is known as
"government.''’

III. I - type. The lexic class strongly predicts the lexic class of
another word. The adjoining effect of traditional grammar. According
to the traditional approach, this type of connection is characteristic of
words which do not change in declension, e.g., ''very early" (it is not
clear to what extent this definition is consistent with the traditional
definition of the concept; the same holds true for the other types,
however).

IV, g =1 type. Without analogy in traditional grammar, May not
occur in reality altogether. No obvious examples known.

The simplest algorithm of literal machine translation

We will now consider one last generalization of the sentence-graph
algorithm, which although of unquestionable importance, requires a great
deal of preliminary information about the text.

We will show that this version of the algorithm may be useful for
machine translation (possibly after some modifications). We mean here the
simplest and most elementary form of machine translation, the so-called
literal translation, when the translation process assigns a certain word to
every significant word of the original.
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The difficulty in this translation is that the same word of the original
lends itself to different translations. If there is a dictionary which
assigns to the words of the source language all the possible translations,
the main problem of the translation algorithm is to reject all the redundant
alternatives, retaining only the most accurate and fitting translation.

The higher the number of the alternatives rejected, the more sophisticated
ig the algorithm.

The complete dictionary should translate the English word "hand" into
Russian as vxucten (human hand), rerpeaxar{of a clock), and also give the various
declensions, etc. In this case, the choice of the best alternative would
involve choosing the correct word in a correct grammatic form. This
routine requires a system of semantic classifications, possibly similar
to that described on p. 192, and also certain "grammatic classifications.'
We should be able to describe the words of the translation language using
this clagsification system, i.e., to every word of the translation we should
be able to assign its description vector (see p. 193). The list of symbols
of the semantic classes will constitute a certain "semantic'' alphabet.

For the translation language we then can construct a square table whose
rows are identified with the symbols of classes and the entries are the
conditional probabilities p(k,/k;) (this table is computed using an extensive text
in the translation language). The connecting functions can be defined
in the same way as before:

03(A; &) =u§ 21 p ik, Ak, (A))),

where n is the total number of classes:

n ”

0, A= 2 2 plku(hy), ky(A)).

u=1 v=l

The function g, takes on large values for pairs of words which strongly
predict each other in the translation language.

To describe the remaining steps of the algorithm, consider a schematic
diagram of some sentence in the source language and the alternative
iranslations performed with a bilingual dictionary.

First word Second word Third word
+ +
Translation +
alternatives + + +
+

One word should be picked out from each column. If every word of each
column is joined by a line with every word of all other columns, we obtain
a graph which contains all the possible graphs of all the possible sentences
(Figure 68).

From this graph, however, we should select only one tree, with one
vertex in each column. This graph can be found in the usual way (with
slight modifications); the only difference is that we are not looking for a
graph connecting all the vertices: in each column, all the vertices but
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one should be isolated, as in Figure 69. The isolated vertices are the
rejected alternatives.

+

+

+ + +
+

+

+ +

+
+ +

+

+ #
FIGURE 68. A graph containing all FIGURE 69. A probable end
the possible graphs of the translation product of a graph-selection
sentence. algorithm,

§11. MATCHING ALGORITHMS (END)

Morpheme-identifying algorithms

As we have noted before, morphemes are the smallest meaningful
units of the human language, i.e., the set of morphemes is the alphabet
of elementary signals for semantic levels.

The word "unloader,' for example, is divided into morphemes as
"un+ load+ er.'" Certain morpheme sequences form words. Words in
various orthographies, although by no means in all, are separated
by special signs —blanks — from one another. Morphemes, as a rule,
are not separated from one another. Therefore, in automatic text
anelysis, the word boundaries are assumed to be known, whereas the
boundaries between morphemes are sought by a special algorithm.

However, we have no right to expect a message from space to follow
the pattern of terrestrial writing. We shall therefore have to aim at
the most difficult case, namely when neither the word boundaries nor
morpheme boundaries are defined to start with. In such a case, we should
start with an identification of code groups. The main difficulty is that
the code groups forming morphemes are of varying length. Therefore,
the set of permissible solution is the set of all possible partitions of the
text, the number of which is (N —1)! There is one further significant
difference: the number of morphemes in human languages is much
greater than the number of letters which represent sounds. This is not
a fundamental difference, but a simpler procedure would probably apply
to the decoding of an inhomogeneous code representing letters.

The algorithm described in what follows uses a quality function which
is different from V and a different recognition procedure. Because of
these differences, the algorithm will identify higher level groups of letters,
and not only morphemes. Groups of morphemes are of interest if they
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constitute words or groups of words. The algorithm described below
identifies not only morphemes, but also words (at least some) and
certain groups of words.

There is of course a possibility that certain combinations of morphemes
will remain "unresolved'; a special algorithm will be required to partition
these combinations into the constituent morphemes.

Because of the change in the purpose of the algorithm, the set of
permissible solutions is different. A correct partition of the text by
round parentheses is defined as the original text with symbols of two
kinds — right and left parentheses — interposed. The right and the left
parentheses are placed in accordance with the following rules:

1) a correct group of zero order is a group of letters of the original
text enclosed in a left parenthesis on the left and in a right parenthesis
on the right;

2) a correct group of i-th order is a group of correct groups of
(i—1)-the order.

A correct partition of a text by round parentheses is obtained if the
parentheses interposed in the original text convert it into a regular group.
It follows from this definition that correct groups of the same order
may ''link up,' i. e., the beginning of one regular group may coincide with
the end of another group, if the one is not contained completely in the other.
This concept establishes the complete separability of morphemes, which

are never intertwined into a jumble in a sentence.

Simple groups correspond to morphemes; this, however, does not
take into consideration the possible inclusion of morphemes in one another
(man —~ men) and other exceptional effects. It is impossible to allow for
these effects without markedly complicating the algorithm.

The quality function will be derived from the following considerations.
While analyzing the previous algorithm, we noted that for code groups of
equal lengths, the difference between the groups of correct and incorrect
solutions is that the parts of correct groups are ''connected' more closely
than the parts of incorrect groups. This concept constitutes the basis
of the new quality function.

A group is said to consist of "strongly connected" parts if the
appearance of a certain part of the group strongly predicts the appearance
of the remaining part. For example, if a certain text contains the group
"envelo,' then it is almost certain to be followed by 'pe.'" This propo-
sition holds with varying degree S of likelihood for other partitions of the
word "'envelope." The predictability is naturally calculated using the
expression for the conditional probability: given an i-th partition of a
word A into right and left parts, we can write the word in the form A=L:R;
(where L, is the left part of the (-th partition, R; is the right part);
the predictability of the right part by the left part of the word can be

@ (LR

expressed by the fraction i The predictability of the left part by
i
the right part is similarly expressed by the fraction .%f(!‘é—l)@.
i

On the whole, the quality of a group is determined as follows:

1. The group is divided into two parts in all possible manners.

2. For each partitition, the predictability of one of the parts by the
other is determined.
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3. The mean of all the predictabilities corresponding to the various

partitions is calculated.
Since in a chain of length d we may introduce d— 1 partitions, the total

number of predictabilities (i. e., fractions of the form LR 5 9ULiRY )
e(Ly) 9 (R:)

is d — 1. The quality of a group or its "'stability" is therefore expressed
by the equation

d—1
= _1! 9(LiR)) , @(LiR)
Y*"Ad—n;l (S + G-

This relation is naturally inapplicable to evaluating single-letter
groups: the stability of these groups is taken equal to zero. The stability
of groups which do not occur in the text or which occur only once is also
set equal to zero; the latter choice is explained by the fact that any group
of the text including an incorrect one, occurs at least once.

The quality of the partition Y(R)is calculated as the sum of stabilities
of all the correct groups entering the particular partition.

It would naturally be impossible for us to examine all the correct
partitions of a text by round parentheses and to calculate for each partition
the quality function Y(R). We will therefore propose a routine which, as
always, ensures a fairly high value of Y(R).

We will require a frequency dictionary of all the groups occurring in the
text, i.e., a list of these groups indicating the number of occurrences
of each group in the text.

The simplest method for compiling such a dictionary is the following:
first we draw up lists of all the possible groups of length 1,2,..., etc.,
and then examine the text and count the number of times the particular
group occurs. This method, however, is unsuitable for fairly long groups.

The compilation of the frequency dictionary is substantially simplified
since we are not concerned about groups which occur less than twice (their
stabilities are zero). We can therefore use the following routine: draw
up a list of letters and determine their frequencies; letters occurring
less than twice are dropped from the list; the frequencies of the remaining
letters are included in the final list. The resulting fragment of a frequency
dictionary is called a first-order fragment.

If a fragment of order i—1 has been compiled, a fragment of order i is
constructed in the following way: for every groupAfrom the fragment of
order [ —1, we construct all the possible groups of the form Aa, where g,— 1
is some letter of the alphabet; then determine the frequencies of these
groups and omit all chains which occurred less than twice. The list of
remaining groups and their frequencies constitutes a fragment of order i.

The successive construction of fragments is terminated when a fragment
of the next higher order proves to be empty. This stage is reached when
all the groups longer than any of the previously constructed groups occur
less than twice in the text.

The frequency dictionary can be markedly shortened by omitting
all the groups which are contained in some longer group of the same
frequency. If some group A, occurs k times, any group A, contained in
Aw Ooccurs at least £ times; therefore if the frequencies of Ay, and A,
are equal, there is no need to include the group A, in the dictionary.

204




IV, MESSAGE DECODING

Once sufficient information is available on group frequencies, we can
find their stabilities. The computed stabilities are also included in the
frequency dictionary together with the corresponding frequencies.

The frequency dictionary of groups is then converted into a frequency
dictionary of correct groups.

The assumption which ensures the first step of the routine amounts
to the following: it is assumed that the most stable group always enters
the text correctly, i.e., it does not link up with any other correct group.

To explain this assumption, note that some groups form morphemes
or combinations of morphemes in certain parts of the text, and not in
others. For example, "un-" is a morpheme in "unloader,' but it is
not a morpheme in "bunloader."

In the frequency dictionary, we should thus find the most stable group
M, and then enclose in parentheses each occurrence of this group
. in the text.

For the same reason, none of the groups linked up with any of the
inclusions of the group A, may be a correct group. We should therefore
reduce the frequencies of all the groups in the dictionary whose inclusions
arelinkedup with the inclusions of A1; the reduction should be equal to the
number of linkages of the corresponding groups with A

Groups whose frequencies should be reduced can be found by considering
the inclusions of A according to the following scheme:

R 21 1 2 k
ail@iy oo @i [ o @dainl @ianad - - 1...
Here the group a; ... aiu represents the inclusion of a correct group

in the text; i is the running number from the beginning of the text.

In the frequency dictionary, we locate the groups enclosed in square
brackets in the order of their increasing numbers; £+ 1 is the number
of the first group which has not been entered into the frequency dictionary.

The frequencies of those groups which are located in the dictionary
are reduced by 1; the square brackets are then extended to the right of
the interval between g,y and a;y_», and then to the right of the interval
between a;;-p and a;y-3, and so on, until we reach the interval between
a;y; and ai4e. Similar series of brackets are interposed to the left of the
group Qiqr ... Qi

All the inclusions of the group A, are examined in this way. As a result
of the application of this procedure, the frequency dictionary approaches
a list of correct groups, since the number of interlinking groups in the
text diminishes. If the reduction in frequencies brings the frequency
of some group below 2, the particular group is omitted from the
dictionary.

In general, a frequency dictionary can be considered as an approximation
to a list of regular groups of finite stability. The quality of the list can be
estimated using the relation

Y= 3 ¥ (M) 9 ha)

Here ); is a certain group, ¢, (;) is the number of correct inclusions of
A; in the text.
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values of the original function, (/) = x({x). The question is, are these
functions equal at any time ¢, and not only at f,, i.e., are they identically
equal? The fit between the two functions is naturally improved if the
original function varies slowly between the quantization times f,. This
means that the function should not contain very high harmonics. According
to Kotel'nikov's theorem, the two functions are identical if the original
function x(/) does not contain components with frequencies v higher than
Af, i.e., if the band width of the Avtransmitted function is equal tothe band
width of the communication channel. Kotel'nikov's theorem is highly
significant for the theory and technology of communication, since it
permits converting continuous functions into a train of some discrete
magnitudes for transmission. This theory maintains that a function with

a bounded spectrum Av is completely determined by its values measured

at intervals At="/,Av. In particular, a function of duration Af, i.e., a
function which does not vanish only for f,<t<fy+Af, is determined by a set
of 2AtAfdiscrete values. Thus, the definition of information derived for
discrete messages can be safely applied to continuous functions with a
bounded spectrum.

When continuous functions are transmitted by means of pulsed signals,
the main difficulty is that the function may take on any instantaneous
values, including irrational and transcendental numbers with an infinite
number of significant digits. Theoretically (in a noise-free channel),
these numbers can be transmitted with full faithfulness by PAM or another
suitable technique. In reality, however, reconstitution of the original
pulse with sufficient accuracy (or transmission of a sufficiently high
number of significant digits) in a noisy channel requires an excessively
high signal-to-noise ratio in the communication channel. Therefore, the
next step adopted in the transmission of continuous functions calls for
quantization of the message. To quantize the message, we select from
among all the values of x(f) a set of N discreteallowedlevels xy, %3, ..., %,
which are distant Ar from one another (the quantization gap). All the
other values are regarded as forbidden. Only the allowed values are
transmitted. If the true instantaneous value of the function falls inside
the interval (x;, xiy1), i.e., takes on a forbidden value, the nearest allowed
value, differing from the true value by less than half the quantization
gap, is transmitted through the channel. This operation is completely
analogous to the rounding -off of numbers; it essentially signifies that
we are transmitting the true values of the function up to a certain number
of significant digits.

The quantized values of the signal in the communication channel are
affected by random noise. The width of the quantization gap should be so
chosen that with a given probability p the noise does not exceed half the
quantization gap. Then the signal can be accurately reconstituted at the
receiving end of the channel, since in this case the signal level nearest
to the noise-distorted value is the same as that fed into the communication
channel. The probability of signal reconstitution error is equal to the given
value p. The reconstituted signal can be again sent through the communica-
tion line, and this procedure may berepeated several times, without affecting

206

fus! |



IV. MESSAGE DECODING
Letter-identifying algorithm

We mentioned on p. 148 that linguistic phenomena are best characterized
by a selection of distinctive features, but the question of how to choose the
set of distinctive features still remains open., Consider the following
situation: there exists a set of ""elementary features." These elementary
features are then combined in an optimum manner according to certain
rules to produce compound features. A certain criterion (e.g., a quality
function) is required to assess the quality of these features.

The simplest part of this program is apparently the choice of the set
of elementary features. The particular choice, it scems, would be
largely immaterial.

Let us consider the elementary features for messages received
visually, This category includes written texts, pictures, and the entire
vigsible universe. It is clear that the elementary features should constitute
the simplest elementis of sensation associated with the smallest differences
noticeable to the eye (detectable with our detector).

If every color is regarded as a mixture of the three basic colors — red,
blue, and yellow — the visible universe can be represented as a six-
dimensional space, with each point described by the six coordinates
Or €y Q'€ Oy By, O,°E, O, € .0 ey, Wheree,. e, g are the minimum
increments in the intensities of the three colors, ¢, ¢, ¢, are the minimum
detectable widths, lengths, and heights, expressed, say, in angular units.
The symbols containing the letter e are unit vectors or '"eclementary
features'’; symbols containing the letter ¢ correspond to the strength or
the magnitude of the feature in the particular object.

Similarly, acoustic impressions can be described in terms of elementary
features associated with minimum detectable acoustic differences, but this
approach is not absolutely essential: sounds can bedecoded and presented in
chart form (e.g., an oscillogram).

In general, we receive information about the outside world in the form
of what is known as '"'sensation''; signals which are not detected directly
by our sensory organs are first converted by 'physical instruments."

On the other hand, the transition from microevents (points in the
space of elementary features) to more complex units, e. g., letters in
the usual sense, is in general a highly complex problem.

We will now consider, in a highly approximate form, the problem
of letter identification, assuming that we have in our possession an
instrument which is capable of distinguishing between black and white
squares {on a sheet of paper covered with a fine grid) and identifying the
position of the squares.

This problem belongs to the domain of pattern recognition. Extensive
literature is currently available on the subject.

Note, however, that the great majority of sources treat the problem
from the aspect of learning to recognize objects. Procedures based on
this principle are constructed as follows: consider a certain set of objects
presented to the computer; the computer has a certain number of responses.
The computer should assign one of its responses to every object (i.e., in
practice, it should generate a certain classification of the objects). If the
machine ""errs,' the teacher —— a human operator — informs the computer
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of its error and ''penalizes' it; otherwise, the computer is ''rewarded."
When the learning stage is completed, the computer is capable of recog-
nizing the objects independently.

The learning approach is naturally ruled out in decoding problems.
Moreover, simple classification of objects is not enough in our problems:
the boundaries between different letters must be indicated.

If we ignore for the moment the problem of combining the "images"
of the same letter into classes, the problem of letter identification
becomes similar to the problem of identification of simple morphemes,.
We may assume with fair accuracy that letters occupying non-overlapping
parts of the surface and the combinations of dots filling these areas are
stable in a certain sense.

Letters are not necessarily similar to meaningful images. Letters
need not be smooth or connected: they may represent a random combination
of points. It suffices that all the inclusions of one letter correspond to
roughly the same combination of points.

A distinctive feature of the problem of letter identification compared
to the problem of morpheme identification is that no two identical in-
clusions of a single letter exist: there are only similar inclusions of
varying likeness. The basis for this likeness is extremely difficult
to detect: sometimes a slight change in the outline coverts one letter
into a different letter (e.g., the Russian letters W and M, Il and 1),
whereas much more radical morphological changes leave the letter
unchanged (o and ¢, 0 and d). The size of letters, their inclination,
and the degree of stretching generally do not matter, although the cursive
e and ! differ in size only, the Cyrillic E and Il are in fact the same
pattern rotated clockwise through 90°, p and b have the same shape,
rotated in a plane and reflected.

In certain writing systems, e.g., shorthand, even less conspicuous
features are decisive for letter pronunciation, e.g., elevation above the
line level, thickness of strokes, etc.

The most effective algorithm should apparently contain a set of rules
for building up elementary features into really distinctive features of
letters. Some of these features are probably recognizable only in the
presence of other letters used for comparison (e. g., elevation above line
level, inclination, size).

Letter identification without reference to nearby letters is therefore
an impossible undertaking. We can only hope that in most cases it
suffices to examine a very small neighborhood of the letter being analyzed.

The algorithm described below does not pursue any serious aims.
Nevertheless, it is of a ceriain interest because it uses a very limited
amount of initial information (in particular, letter sizes need not be
considered) and leads to a definition of frequency which is far from self-
evident,

Let us first define the so-called residual similarity. Let an element a
be located in some area K,of the text. Suppose that this element is de-
scribed by a function§(x,y), where x and y are the rectangular coordinates
of the points in that area, and §(v, y) takes on two values only: 1 for a black
dot, and O for a white dot.

Let an element § be located in another area K, and suppose that this
element is described by a function §,(x;, y,), where x,, y, are the coordinates
of the points of the second area in its own system of axes. These are also
rectangular coordinates.
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IV. MESSAGE DECODING

The coordinate axes of the two areas are translated until their origins
coincide and the respective axes are parallel. The residual dissimilarity

—.ls‘ is defined by the expression

1 1
s=ltTwneT J. J.(él(xn y)—06(x, y))Ydxdy.
winky

The symbol S stands for "residual similarity.'" The symbol K,NK.
indicates intersection of the corresponding areas.

The following transformations are allowed for the coordinates of the
area Ky: 1) parallel translation, 2) similarity transformation, 3) contraction
along each of the axes, 4) change of angle between the axes, 5) rotation in
a plane, 6) mirror reflection.

The function §, and the coordinates x;, y, are transformed so that the
values of the new function in the new coordinates coincide with the values
of the old function in the old coordinates, i.e.,

8 (xl, ¥ =8,(x» 9)

where 8} (x!, y}) stands for the new function in the new coordinates. Under
these conditions, the change in the function will be completely determined
if we specify the transformation of coordinates. If a new function is
expressed in the old coordinates and the residual similarity with &(x, y)

is determined, we will find that it has changed compared to the residual
similarity before the transformation. Thus, each transformation of the
original coordinates can be assigned a certain value of the residual
similarity.

Let the six transformations define six axes in the transformation
space. Along each axis we lay off the "values'' that each transformation
may take (it is assumed that a single-valued quality function has been
defined for each transformation), The points of this space, defined by
combinations of the values of the quality functions, will be called
permissible points. At every permissible point, two functions are
defined: a scalar function — the residual similarity, and a vector function —
the gradient indicating the direction of fastest growth of the residual
similarity. Moving along the gradient, we can find a point at which the
residual similarity reaches its maximum value for the two areas and the
given elements., This maximum value will be used as the true similarity
of the two elements g and p. We will use the same symbol S as before,
and in the following S is to be interpreted in this sense.

Consider an arbitrary area K of the text, to be used as a reference
standard. The contour enclosing this area is translated by the smallest
possible steps in the vertical and horizontal direction. For every
position of the contour, we determine the similarity of the corresponding
area to the original area. § in this case is a function of the position of
the contour. The number of maxima of this function is adopted as the
frequency of the element contained in the initial text area. Consider a text
area made up of two squares K, and K;, with a common side. The absolute
frequencies of the first and the second square and the frequency of the
rectangle made up of the two squares will be designated @(K)), ¢(K2), and
(P(Kly Kz)

209



EXTRATERRESTRIAL CIVILIZATIONS

The predictability of K; from K, or p(K./K,), is defined as the ratio
%’%)-, and the predictability of K, from K,is correspondingly defined as
%, or p (K,/K;). The average of these two predictabilities is defined

LAGY
as the mutual predictability of K; and Ky, or p(K,, K»).

We now start increasing the size of K, and K,, measuring the predictabi-
lity after every small increase (the straight line accommodating the
boundary and the position of the center of the boundary remain unchanged).
We thus present the mutual predictability as a function of the size of the
squares. A plot of this function is shown in Figure 70, where D is the

size of the rectangle.
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FIGURE 70. A probable plot of the FIGURE 71. A probable plot
function p (K,, Kj)vs. the size of the function C vs. bound-
of the squares Kyand Kp. ary position.

Indeed, all the mutual predictabilities are less than unity: after all,
the symbols contained in pairs of squares are more individualized and
richer in detail than symbols enclosed in separaie squares. Elements
showing maximum to symbols enclosed in separate squares are therefore
more frequent than symbols in pairs of squares.

If the squares are small, the mutual predictabilities are close to unity,
since the elements in separate squares and in pairs of squares are still
gsimilar to one another, and their similarity functions have maximum at
approximately the same points of the text.

As the size of the squares increases, the mutual predictabilities
at first decrease, and then increase reaching unity, since the elements
in large separate squares, and likewise the elements in a pair of squares
(a rectangle) occur once only.

Let us find the minimum value p of the variable D such that for any
choice of the boundary between the squares K, and K; in the text (with
squares of the size b), the mutual predictability p(Ki, Ki) is unity. The
centrality of the boundary of the squares K, and K; is defined as

b
C= fp(K,, Ky)(DYdD. The centrality characterizes the mutual predictability
]

of the squares, irrespective of their size, and is thus a fundamental cha-
racteristic of the boundary location.

The basic hypothesis of our algorithm is the assumption that centrality
is minimized (compared to other near positions of the boundary) when the
boundary passes between the letters and is aligned along the true "physical"
boundary of the letters. Then we start moving the boundary in some direc-
tion, measuring the values of C after each step. We obtain a plot of the
form shown in Figure 71.
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Fixing the boundary at a point corresponding to a local minimum, we
will rotate it about its midpoint, measuring C at minimum angular inter-
vals. We select the angle a corresponding to a minimum value of ¢ and
move the boundary infinitesimally in the given direction. In the new
position, we again select the best direction for further displacement, and
act as before. If several best directions are available, we choose the
rightmost. If we are really moving along the letter contour, we will
describe a closed curve enclosing the letter completely.

The element enclosed within the curve may be used as a reference
standard, and we then calculate all the maxima of § in the text using this
standard.

The textual elements identified by this procedure are not quite the
letters of the alphabet. For example, the letters p and b are definitely
different, and we will therefore call this a skeleton alphabet.

Without going into details, we can outline a general procedure for
developing this skeleton into a proper alphabet. Each occurrence
of a skeletal element is assigned a vector from the transformation
space which transforms it, say, into the first occurrence of the element
in the text. Some of the component values of this vector are stable, i.e.,
strongly predictable by the nearby elements. For instance, the letters
of the word '"bed" strongly predict the variety of the symbol ''b" with the
stroke directed upward, whereas the letters of the word "pet' predict
the same symbol with a downward stroke, Accidental changes of symbols
are not predicted with any stability.

§12. CONCLUSION

In conclusion, we wish to call the attention of th